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A B S T R A C T   

This study examines the impact of ethical AI information on citizens’ trust in and policy support for govern-
mental AI projects. Unlike previous work on direct users of AI, this study focuses on the general public. Two 
online survey experiments presented participants with information on six types of ethical AI measures: legal 
compliance, ethics-by-design measures, data-gathering limitations, human-in-the-loop, non-discrimination, and 
technical robustness. Results reveal that general ethical AI information has little to no effect on trust, perceived 
trustworthiness or policy support among citizens. Prior attitudes and experiences, including privacy concerns, 
trust in government, and trust in AI, instead form good predictors. These findings suggest that short-term 
communication efforts on ethical AI practices have minimal impact. The findings suggest that a more long- 
term, comprehensive approach is necessary to building trust in governmental AI projects, addressing citizens’ 
underlying concerns and experiences. As governments’ use of AI becomes more ubiquitous, understanding citizen 
responses is crucial for fostering trust, perceived trustworthiness and policy support for AI-based policies and 
initiatives.   

1. Introduction 

Artificial intelligence (AI) in the public sector holds the promise of 
innovation in public sector services (Ingrams, Kaufmann, & Jacobs, 
2021). At the same time, it also necessitates a rethinking of the citizen- 
government relationship (Busuioc, 2021; Andrews, 2019; Winfield & 
Jirotka, 2018). Even the most benign AI projects may face societal fears 
and questions on intrusiveness. These fears are exacerbated by recent 
crises such as the discriminatory application of facial recognition in the 
UK or the discriminatory results on recidivism chances in the US 
(Andrews, 2019; Koniakou, 2023; Meijer & Wessels, 2019; Winfield & 
Jirotka, 2018)). In response, academics and governments attempt to 
improve the trustworthiness of public sector AI projects. Various sets of 
ethical AI principles, data science techniques, and governmental 
guidelines on developing and implementing trustworthy AI have been 
developed by researchers and applied by governments (Gunning & Aha, 
2019; Winfield & Jirotka, 2018; Floridi et al., 2018; Hagendorff, 2020; 
Stahl et al., 2021; Koniakou, 2023). 

Although new solutions to ethical design challenges are thus deemed 
necessary (Winfield et al., 2018; Hagendorff, 2020; Busuioc, 2021; 

Veale, 2020), empirical insights on their efficacy is limited (Stahl et al., 
2021, Choung, David, & Ross, 2022). This leads Stahl et al. (2021) and 
Choung et al. (2022) to call for more empirical research on the effects of 
ethical AI frameworks on societal trust in AI. Similarly, Gesk and Leyer 
(2022) note that research on citizen acceptance of AI in government 
remains limited. Our contribution attempts to address both gaps by 
experimentally examining whether ethical AI information provided on 
public authorities’ websites and press-releases can affect citizen atti-
tudes towards public sector AI projects in the short-term, or whether AI 
attitudes will largely be shaped by citizens’ pre-existing attitudes to-
wards government, AI and/or privacy. 

We focus not on users, but on the general public. Although research 
into trust and trust-building efforts for direct or potential users has been 
conducted (Aoki, 2020; Grimmelikhuijsen, 2023; Logg, Minson, & 
Moore, 2019, Alon-Barkat & Busuioc, 2023; Sullivan, de Bourmont, & 
Dunaway, 2022), the perceptions of wider, non-user audiences remain 
under-researched from an empirical perspective (see Ingrams, Kauf-
mann, & Jacobs, 2021 and Gesk & Leyer, 2022 for recent exceptions). 
We argue this is an oversight, as the average citizen will not directly 
interact with most governments’ AI systems. Instead, most citizens can 
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only observe the government decisions that an AI has contributed to in 
the background (e.g., when an AI is integrated into a broader IT system, 
such as roadside cameras, or when a civil servant takes a decision based 
(in part) on AI predictions). As these citizens do not interact with the 
system directly, they will instead have to rely on a combination of 
heuristics and more general information (e.g., through the media, social 
norms or press releases) to fill in gaps (Bitektine, 2011; Kostka, Stei-
nacker, & Meckel, 2023; Venkatesh & Davis, 2000). This would be in 
line with expectations from STS studies and studies on technology 
acceptance, which argue that technologies are socially embedded, as 
they are built in pursuit of the values of their designers and are evaluated 
based on stakeholder values and norms (Fischer & Wenger, 2021; 
Greene, Hoffmann, & Stark, 2019; Kleizen, Van Dooren, & Verhoest, 
2022; Sullivan et al., 2022). Our study innovates by empirically focusing 
and theorizing on the way that the general audience responds to infor-
mation on ethical AI. 

The notion that general communication on ethical AI measures may 
improve trust among the general audience obtains some support from 
earlier research in other policy areas. For instance, studies into public 
communication have found that both transparency and symbological 
information may promote trust (Alon-Barkat, 2020). Others suggest that 
the opposite might be true: efforts to communicate trustworthiness may 
yield only limited or mixed effects on trust and policy support (Kleizen & 
Van Dooren, 2023). Citizen knowledge of public organizations and 
projects is often limited, which stimulates citizens to employ heuristics 
and to rely on general impressions of the trustworthiness of – in this case 
– a government’s AI project (Bayram & Shields, 2021; Bitektine, 2011; 
Ingrams, Kaufmann, & Jacobs, 2021; Pétry & Duval, 2017). Therefore, a 
citizen may evaluate an AI project’s trustworthiness more on the basis of 
pre-existing beliefs and attitudes than on information on trustworthiness 
by governments (Ingrams, Kaufmann, & Jacobs, 2021; Sullivan et al., 
2022). 

Given that extant literature thus provides no clearcut expectations, 
this article tests two sets of hypotheses through two survey experiments. 
First, we examine hypotheses that expect an effect of at least some trust- 
building practices on perceived trustworthiness, trust, and policy sup-
port. Innovatively, we will also study the plausibility that they have no 
effect (which we accomplish with equivalence testing). Secondly, we 
test hypotheses on attitudinal and perceptional predictors of perceived 
trustworthiness, trust, and policy support – i.e., whether differences 
between citizens’ prior attitudes explain trust better than our experi-
mental interventions. Experimental strategies are pre-registered onto 
OSF.1 Finally, we use qualitative data from an open answer box in the 
survey (asking whether citizens would entrust their data to the projects 
listed in the experimental vignettes) to triangulate experimental find-
ings. Results suggest that citizen attitudes towards AI projects in gov-
ernment are mostly pre-determined and that governmental 
communication does little in the short-term to alter these perceptions (i. 
e., a null result for the experimental variables). Instead, pre-existing 
attitudes such as privacy concerns, trust in government, and trust in 
AI are the most consistent predictors of our outcomes. Perceived 
discrimination and self-reported professional use of AI also seem to 
possess some predictive power. 

2. Theoretical framework 

2.1. Trustworthiness, trust in government, and trust in AI 

Trust is important for public organizations. The absence of trust 
erodes the legitimacy of public action and stifles the cooperation of 
citizens in policy implementation (Bayram & Shields, 2021), leading to 
underperformance and political sanctioning (Thomas, 1998). Moreover, 

where trust is breached, citizens may experience profound feelings of 
injustice, providing an impetus for sanctions (Thomas, 1998). In the 
context of algorithmic governance specifically, a lack of trust may cause 
citizens to believe they are being monitored excessively by public au-
thorities (Meijer & Wessels, 2019), which may adversely affect societal 
support for the use of predictive modelling. 

To appropriately discuss trust, it is necessary to first discuss some of 
its conceptual complexities. There are important conceptual differences 
between trust, trustworthiness, and perceived trustworthiness. 
Regarding trust, Rousseau, Sitkin, Burt, and Camerer (1998) and Mayer, 
Davis, and Schoorman (1995) argue that most disciplines see accepting 
vulnerability in relationships between trustor and trustee as the con-
cept’s core component. The trustor understands that actions of others 
can cause harm, but chooses to accept this risk (Hamm, Smidt, & Mayer, 
2019). In this context, the definition offered by Mayer et al. (1995) has 
become relatively dominant (Hamm et al., 2019). Their definition pro-
poses that trust “is the willingness of a party to be vulnerable to the actions of 
another party based on the expectation that the other will perform a partic-
ular action important to the trustor, irrespective of the ability to monitor or 
control that other party” (Mayer et al., 1995). Seen as such, trust forms an 
essential “social lubricant”, that allows the trustor to accept some degree 
of uncertainty in interactions, based on positive expectations. 

If trust is the willingness to accept vulnerability, trustworthiness 
refers to the characteristics that make a trustee worthy of being trusted 
(Grimmelikhuijsen & Knies, 2017). These characteristics may not be 
perfectly evaluated, however, as the trustor only has limited information 
available. Perceived trustworthiness therefore refers to a trustor’s beliefs 
regarding the trustworthiness of the trustee (Latusek & Hensel, 2022; 
Logg et al., 2019), which may or may not lie close to actual degrees of 
trustworthiness. Researchers often use Likert scales to measure percep-
tions of trustworthiness (e.g., whether the trustee is perceived to be 
honest) instead of the actual decision to place trust in a trustee. This has 
led to some criticism, as studies based on Likert scales often purport to 
measure trust even though their measurements lies closer to trustwor-
thiness (Hamm et al., 2019). In our study, we will attempt to take both 
perceived trustworthiness and the decision to trust into account (will-
ingness to be vulnerable by providing data to governmental AI projects). 

Trust in government is not the only literature line to account for. Our 
study is also informed by theories on trust in technology and trustworthy 
AI. A key component of trust and trustworthiness definitions in standard 
human-to-human settings are the trustee’s motivations, morality, and 
interests, which form the basis for a trustor’s beliefs about trustee 
benevolence (Hamm et al., 2019). In the human-to-machine trust setting, 
such motivations and interests do not exist, as AI has no independent 
motivations. When placing trust in technology, it has therefore been 
argued that trust instead reflects the feeling of certainty that the tech-
nology in question will not fail (Montague, Kleiner, & Winchester III, 
2009). Somewhat analogous to the ability, benevolence, and integrity 
dimensions of other forms of trust (such as trust in government), 
Lankton, McKnight, and Tripp (2015) argue that trust in technology is 
based on the technology’s functionality (does the technology have the 
required functionality?), helpfulness (does the technology provide help 
responsively and adequately?) and reliability (will the technology 
operate properly and consistently?). 

Trust in technology scholars also recognize that perceptions of 
technologies (including AI) are embedded in social structures. The 
Technology Acceptance Model (TAM), for instance, accounts for factors 
such as social norms (Choung et al., 2022; Venkatesh & Davis, 2000). 
Similarly, Science & Technology studies (STS) have argued that (AI) 
technologies are inherently value-laden, in part due to the norms and 
values of developers and contractors, and in part due to political de-
cisions on their purpose audience (Fischer & Wenger, 2021; Greene 
et al., 2019). What is more, their purpose and values will also be sub-
jectively evaluated by stakeholders such as users and the general audi-
ence (Kleizen et al., 2022; Yeung, 2018). Groups perceiving privacy and 
a limited state as normatively important may have completely different 

1 For experiment 1, see: https://osf.io/2bnh3. For experiment 2, see: 
https://osf.io/p3e7k 
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ideas on what constitutes an invasive AI than societal groups that place 
less emphasis on privacy than on values such as safety – affecting the 
acceptance of surveillance technologies (Bellanova & de Goede, 2022; 
Kleizen et al., 2022; Kleizen & Van Dooren, 2023). Moreover, as argued 
by Sullivan et al. (2022), the human mind is organized on the basis of 
pre-existing norms, values and experiences before it encounters new 
experiences, allowing for quick trust evaluations when new information 
is presented. Accordingly, what is seen as a non-intrusive or trustworthy 
act by governments may sometimes be seen as threatening by citizens 
(Ulbricht & Yeung, 2022). Bellanova and de Goede (2022) for instance 
note how travelers flagged as suspicious by algorithms tend to see their 
flagged status as a sanction in and of itself. Such critical approaches add 
the insights that, in cases of value and cognitive incongruence, (some) 
citizens may display low trust in technologies that are perceived as safe, 
ethical and trustworthy by their designers (Kleizen et al., 2022). 

Given the socially complex and interlinked nature of trust evalua-
tions, we use trust and perceived trustworthiness both as outcome and 
explanatory variables. As outcome variables, we will examine citizens’ 
trust in specific governmental AI projects, both as trustworthiness per-
ceptions (i.e. perceived characteristics of the trustee) and as decision to 
trust (i.e. to accept vulnerability). Moreover, we examine respondents’ 
support of AI projects (i.e. policy support), an outcome that strongly 
correlates with trust evaluations according to prior research (Popelier, 
Kleizen, Declerck, Glavina, & Van Dooren, 2021), but which sheds light 
on the degree to which perceived trustworthiness also translates into 
legitimacy to use AI. We also use trust as an explanatory variable. Based 
on insights from Public Administration and Science & Technology 
studies, we expect that attitudes towards specific AI projects are in part 
driven by the levels of trust in government and trust in AI that citizens 
possess before seeing information on a specific AI project (Kleizen & Van 
Dooren, 2023; Sullivan et al., 2022). Therefore, we will also take pre- 
existing, general perceptions on the trustworthiness of AI and govern-
ment into account when attempting to explain why respondents place 
trust in and support specific governmental AI projects. 

2.2. Ethical and trustworthy AI? Current paradigms on ethics-by-design 

The first crucial question of this contribution is whether information 
on ethical AI measures can build trust, perceived trustworthiness and 
support. We therefore first turn to a brief overview of the way data 
science and computer science have approached trust-building and AI 
models. The problem of making AI ethically sound and trustworthy is 
not new. Discussions of explainable algorithms, for instance, reach back 
decades (Xu et al., 2019). Yet, the widespread introduction of machine 
learning algorithms in business and government has given the field a 
new impetus (Xu et al., 2019). For instance, the US Defense Advanced 
Research Projects Agency (DARPA) initiated the XAI (Explainable AI) 
program that stressed the need for AI to be explainable to foster the trust 
of users (Gunning & Aha, 2019). XAI subsequently developed into a 
subfield of computer science and data science, and is concerned with 
attempts to explain to users of a system how and why a certain predic-
tion was made (Gunning & Aha, 2019). Alongside the emergence of the 
XAI field, the fear of biases in AI models has resulted in a range of 
debiasing techniques in both the pre-processing and processing stages, 
with efforts ranging from bias-aware data-gathering to altering the 
weights of latent classes of groups during analysis (Ntoutsi et al., 2020). 

The rise of XAI and debiasing techniques coincides with the emer-
gence of a rich epistemological community of AI ethicists and legal 
scholars, studying the desirable traits of AI. Their research focuses on the 
impact of new legislation, such as the EU’s GDPR, and ethical principles, 
such as the ‘no-harm’ principle and the retention of human autonomy. 
Various ethical AI guidelines have been developed across the world, 
such as the EU’s High-Level Expert Group (HLEG) on AI Ethics Guide-
lines for Trustworthy AI (AI HLEG, 2019) or, more recently, UNESCO’s 
Recommendation on the Ethics of AI (UNESCO, 2021). These guidelines 
combine ethical considerations, such as transparency, non- 

discrimination, human autonomy, and no-harm principles, with legal 
compliance. Developments in data science have also been incorporated 
into such documents. The EU’s HLEG, for instance, includes both the 
explainability of AI and the avoidance of unfair bias as elements of their 
main principles (AI HLEG, 2019). 

Academics and policymaker approaches to ethical and trustworthy 
AI strongly focus on the trustworthiness of AI models and projects (e.g., 
Floridi et al., 2018; Grimmelikhuijsen & Meijer, 2022; Gunning & Aha, 
2019). The implicit assumption is that a trustworthy design of the 
project will lead to improved perceptions of trustworthiness on the part 
of stakeholders. For instance, Gunning and Aha (2019) state that “The 
XAI program’s goal is to create a suite of new or modified ML techniques that 
produce explainable models that, when combined with effective explanation 
techniques, enable end-users to understand, appropriately trust, and effec-
tively manage the emerging generation of AI systems.” The broader 
AI4People framework states that “it is especially important that AI be 
explicable, as explicability is a critical tool to build public trust in, and un-
derstanding of, the technology (Floridi et al., 2018).” Since governments 
increasingly develop AI based on frameworks such as the HLEG guide-
lines or the AI4People paradigm (see the next section) (Veale, 2020), we 
need to establish whether and under what circumstances trustworthy 
design of AI projects leads to perceived trustworthiness, trust and sup-
port among the public. Thus, the first hypothesis tested in this article is: 

Hypothesis 1. For specific governmental AI projects, ethical AI measures 
will positively affect 1) perceived trustworthiness, 2) trust, and 3) policy 
support. 

There are reasons to question the validity of this hypothesis. Citizens 
may not be able to assess the relevance of ethical AI measures accurately 
(Logg et al., 2019). Citizens’ evaluations of AI in government are often 
not based on user experiences but on indirect information through the 
media or press releases. More specifically, we can distinguish between 
two groups of citizens, based on whether they directly interact with 
governmental AI (output). Direct users are close to the service agencies 
and inspectorates and may be confronted by a decision with or without a 
clear explanation of the AI’s role in forming that decision (e.g., citizens 
or companies receiving a letter on a decisions that was informed by AI). 
These AI users can – to some degree – evaluate the AI and its output, as 
well as the policies in which the AI’s activities are embedded. Direct 
users may, for instance, see that a decision was based on an AI prediction 
and may receive an explanation why the AI took a certain decision. With 
a direct stake in the decision-making process, they may be more sus-
ceptible to information on how AI works and is used. Recently, research 
on direct users suggests that transparency and concrete explanations of 
AI outcomes may improve trust (e.g., Aoki, 2020; Grimmelikhuijsen, 
2023). 

The second sphere is the general public. Here we find citizens who 
are not immediately interacting with the AI in question, but are part of a 
broader democratic system of holding government AI accountable 
(Busuioc, 2021). Our research focuses on this group, as trust dynamics 
for the general population remain relatively under-examined. For this 
second group, placing confidence in an AI system, or an organization 
using an AI system, must be done without specific information on that 
system’s performance and decisions (Logg et al., 2019). Most citizens 
can be expected to only hear about governmental AI in the media or 
general government communication. Citizens with little specific per-
formance information on AI will likely substitute that information by 
relying on existing values and heuristics (Bitektine, 2011; Ingrams, 
Kaufmann, & Jacobs, 2021; Sullivan et al., 2022). These heuristics can 
be powerful. Thus, when non-users are provided with limited informa-
tion on the trustworthiness of an AI project, they might rely on the 
heuristics informed by their pre-existing values and attitudes, instead of 
the information provided (Sullivan et al., 2022). We will also study the 
evidence for the absence of an effect (a so-called “nil” instead of null 
finding for hypothesis 1) with equivalence tests. 
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2.3. Examining the role of pre-existing attitudes and traits 

If the absence of an effect receives at least some support, it is inter-
esting to consider what other factors explain (differences between) cit-
izen attitudes towards AI projects. Citizens will read the information 
presented in our experimental vignettes with their pre-existing attitudes 
in mind. For that reason, we develop hypotheses on the impact of several 
pre-existing attitudes. 

2.3.1. Pre-existing trust in government and trust in AI 
Citizens’ general perceptions of the degree to which governments 

and technologies are trustworthy may be antecedents that inform 
evaluations of specific governmental AI projects. General levels of 
perceived trustworthiness of the government have been shown to 
generate specific forms of policy support. Research into trust in the 
police, for instance, finds that perceived trustworthiness of the police 
stimulates cooperative attitudes towards specific officers or procedures 
(Hamm, Trinkner, & Carr, 2017; see also Murphy, 2013). Similarly, trust 
in government seems to positively affect vaccine uptake (Prickett & 
Chapple, 2021; Smith, Amlôt, Weinman, Yiend, & Rubin, 2017; Wynen 
et al., 2022) and – closer to current purposes – acceptance of public 
sector facial recognition applications (Kostka et al., 2023). Previous 
studies have also shown that general trust in technology also plays a 
critical role in the trust in and uptake of a specific application of that 
technology (Aoki, 2020; Kostka et al., 2023). We, therefore, expect that 
the perceived trustworthiness of government in general (i.e. as an atti-
tude towards the entire government) and general levels of perceived 
trustworthiness of AI (i.e. of the technology as a whole) may be 
important predictors of trust attitudes towards in specific governmental 
AI projects. This leads to hypotheses 2 and 3: 

Hypothesis 2. For specific governmental AI projects, pre-existing levels of 
perceived trustworthiness of government as a whole positively affect trust 
in those AI projects. 

Hypothesis 3. For specific governmental AI projects, pre-existing levels of 
perceived trustworthiness of AI positively affect trust in those AI projects. 

Here, pre-existing levels of perceived trustworthiness refer to general 
attitudes measured before respondents go into the experimental phase of 
the survey. Hence, the pre-existing levels cannot be influenced by the 
experimental treatment. Trust in AI projects refers to post-experimental 
evaluations of the presented AI projects (i.e. as a dependent variable). 
Note that we exclude the dependents perceived trustworthiness of spe-
cific AI projects and policy support for specific AI projects in hypotheses 
2 and 3, as relating these dependents to pre-existing levels of trust in 
government and trust in AI may be specifically prone to exhibiting 
common measurement bias. Trust was measured as the decision to trust 
and was therefore less prone to such issues, still allowing us to test the 
impact of general, pre-existing attitudes towards government and AI 
(see methodology section). 

2.3.2. Privacy concerns 
Citizens’ attitudes towards privacy are likely predictors of their 

views towards AI in government (Wirtz, Lwin, & Williams, 2007). One 
specific form of privacy is information privacy, which refers to whether 
individuals or groups can determine how intensely their information is 
communicated to others (Malhotra, Kim, & Agarwal, 2004). Privacy 
concerns, in this view, refer to the perceived fairness of data-sharing 
practices as well as to the degree to which someone can exercise con-
trol over data sharing (Malhotra et al., 2004). Some people are more 
privacy-minded than others and, therefore, more inclined to withhold 
data (Sundar & Marathe, 2010; Wirtz, Lwin, & Williams, 2007). 

In the age of AI, privacy takes on a wider meaning. Even if people are 
unaware that AI is trained on (often large-scale) datasets, a limited de-
gree of AI literacy may allow them to see that AI’s could make poten-
tially intrusive predictions (e.g. Kostka et al., 2023; Meijer & Wessels, 

2019). Thus, in modern times, privacy concerns have moved beyond 
information into the realm of potentially intrusive predictions. Privacy 
concerns may therefore play a particularly important role in government 
projects that rely strongly on large-scale datasets and advanced data 
analytics techniques. Big data projects may activate a big-brother syn-
drome, a perception that government becomes too powerful if given too 
much data that can analyze and predict the behavior of citizens (Kostka 
et al., 2023). Therefore, we formulate hypothesis 4: 

Hypothesis 4. For specific governmental AI projects, higher self-reported 
privacy concerns negatively affect 1) perceived trustworthiness of AI pro-
jects, 2) trust in AI projects, and 3) policy support for AI projects. 

2.3.3. Perceived discrimination 
We also study the role of previous experiences. Socio-cultural vari-

ables may make some individuals more likely than others to be skeptical 
of governmental AI projects. We focus specifically on perceived 
discrimination, as factors such as ethnicity have previously been 
established to be important predictors of attitudes towards government, 
including levels of trust in policing (Kääriäinen & Niemi, 2014). Similar 
to policing, reports of AI discrimination have appeared in the media 
worldwide. Facial recognition software, for instance, has performed 
worse among some ethnic groups (Steinacker, Meckel, Kostka, & Borth, 
2020), and US judicial recidivism algorithms have reportedly been 
biased against ethnic minorities (Chouldechova, 2017). Given the 
proliferating discussions on the potential role that AI-based risk- 
profiling may play in areas such as supervision and enforcement 
(Grimmelikhuijsen, 2023; Busuioc, 2021), investigating whether such 
factors also determine attitudes towards governmental use of AI seems 
warranted. Thus, hypothesis 5 reads: 

Hypothesis 5. For specific governmental AI projects, a perception that one 
is a member of a group that is discriminated against negatively affects 1) 
perceived trustworthiness of AI projects 2) trust in AI projects and 3) policy 
support for AI projects. 

2.3.4. Familiarity with AI 
Finally, knowledge of IT, data, and AI may also contribute to atti-

tudes towards AI in government. Gefen (2000) defines familiarity in an 
e-commerce setting as “an understanding, often based on previous in-
teractions, experiences, and learning of what, why, where and when 
others do what they do”. Familiarity and affinity for technology has been 
argued to be a factor in predicting trust in multiple contexts, as it re-
duces uncertainty regarding outcomes and reliability – and, therefore, 
vulnerability (Gefen, 2000; Gulati & Sytch, 2008; Kostka et al., 2023). 
Familiarity with e-commerce websites, for instance, provides people 
with knowledge on how the website operates, but also the degree to 
which the operator is benevolent and integer (Gefen, 2000). Familiarity 
provides knowledge of previous interactions and experiences, which 
helps with trusting a trustee on the future actions (Gefen, 2000). 
Translated to the context of AI, we expect that familiarity with the 
design, uses and limits of AI models reduces uncertainty on how these 
models can be used by public authorities. Generally, familiarity is seen 
as a factor that builds trust in various technologies (Gefen, 2000; Komiak 
& Benbasat, 2006). One study, however, does find that familiarity with 
AI adversely impacted participants’ willingness to accept an AI’s advice 
(Berger, Adam, Rühr, and Benlian (2021). For now, we therefore 
formulate a positive hypothesis, although we acknowledge that other 
effects may also emerge: 

Hypothesis 6. For specific governmental AI projects, familiarity with AI 
positively affects 1) perceived trustworthiness of AI projects 2) trust in AI 
projects and 3) policy support for AI projects. 

Hypotheses 2–6 were also pre-registered. 
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3. Experimental design and data 

We conducted two online survey experiments, with both using a 
between subjects design. Survey experiments allow us to test whether 
controlled exposure to information on a range of (combinations of) 
ethical AI measures affects citizen attitudes. Moreover, thanks to the 
(simple) random assignment of respondents, variables capturing the 
experimental vignettes are by construction exogenous, which strongly 
improves the internal validity of the study. 

The first experiment contains interventions showing information on 
1) legal compliance, 2) ethics-by-design information, and 3) information 
on how data was gathered by the governmental organizations in ques-
tion. The second experiment incorporates interventions on 4) retaining a 
human-in-the-loop, 5) emphasizing fairness and non-discrimination, 
and 6) ensuring technical robustness. Both experiments used the same 
survey flow (see below for an explanation of each intervention). Re-
spondents not assigned to the control group received information on at 
least one (hypothetical) measure taken by the Belgian federal govern-
ment to increase the trustworthiness of their projects. Some respondents 
received combinations of two or even all three treatments. For experi-
ment 1, the data-gathering condition had two variants: one in which the 
projects were committed to fully gathering data in-house and one in 
which the projects used data from private actors but anonymized these 
before use. Experiment 2 did not use variations on its three conditions. 
Experiment 1 has 12 possible combinations of interventions (or lack 
thereof), while experiment 2 has 8 (see Table 1). 

3.1. Designing the experimental conditions 

Designing realistic interventions is challenging. AI in government is a 
relatively new area of inquiry and Western European governmental AI 
projects are often in their starting phase. Therefore, we based the in-
terventions for the experiments on 11 interviews and the existing sci-
entific literature. The baseline information shown to both the control 
group and all intervention groups was hypothetical but informed by 
algorithms that currently exist or are being explored by public agencies. 
To avoid spurious effects induced by the different roles that algorithms 
may play in the public sector, the baseline information first includes 
information on a relatively non-invasive algorithm that detects damage 
to roads. Only then we introduce more controversial algorithms, with 
one focusing on risk profiling in tax returns and the other focusing on the 
prediction of citizen flows during events using mobile data. These two 
hypothetical AI projects were incorporated to include at least one form 
of fraud detection and to include an algorithm with a clear link to in-
dividuals’ personal data (through mobile phones). In addition to the 
baseline information, each intervention group adds segments of infor-
mation on ethical AI measures taken to enhance the trustworthiness of 
AI used by the federal government. 

An explanation of the interviews, a pseudonymized list of re-
spondents as well as the full vignettes, including baseline and in-
terventions, is available in Appendix 1. 

Table 1 
Regression results experiment 1, robust standard errors in parentheses (* = 0.10, ** = 0.05*; *** = 0.01; **** = 0.001).   

Policy support (OLS) Perceived trustworthiness of AI 
Project (OLS) 

Behavioral trust (willing to provide 
data) (logistic) 

Experimental groups (control group is reference category) 
Legal 0.555 0.566 − 3.282 − 3.735 − 0.165 − 0.219  

(2.69) (2.61) (2.82) (2.78) (0.30) (0.38) 
Ethics-by-design 6.563** 5.589** 1.737 − 0.235 − 0.221 − 0.493  

(2.64) (2.62) (2.80) (2.86) (0.30) (0.35) 
Data-sharing 1 (exclusively by public sector) 4.457* 3.769 2.253 0.346 0.385 0.111  

(2.48) (2.42) (2.82) (2.58) (0.32) (0.39) 
Data-sharing 2 (data is shared by private sector, but anonymized) 2.757 2.465 2.270 2.140 0.144 − 0.091  

(2.74) (2.75) (2.81) (2.99) (0.31) (0.38) 
Legal & Ethics-by-design 3.123 3.027 1.702 1.365 0.329 0.158  

(2.63) (2.68) (2.81) (2.95) (0.32) (0.42) 
Legal & data-sharing 1 0.314 − 1.410 − 3.470 − 5.926** 0.233 0.053  

(2.62) (2.62) (2.81) (2.86) (0.31) (0.38) 
Legal & data-sharing 2 4.408* 3.027 1.086 − 1.310 0.092 − 0.237  

(2.58) (2.61) (2.84) (2.79) (0.31) (0.38) 
Ethics-by-design & data-sharing 1 3.542 2.699 − 0.573 − 1.333 − 0.135 − 0.453  

(2.66) (2.60) (2.83) (2.88) (0.30) (0.38) 
Ethics-by-design AI & data-sharing 2 4.202 2.672 3.021 1.343 − 0.059 − 0.362  

(2.63) (2.54) (2.81) (2.58) (0.30) (0.38) 
Legal, Ethics-by-design & data-sharing 1 3.248 2.632 3.413 1.951 − 0.026 − 0.418  

(2.60) (2.66) (2.82) (2.61) (0.31) (0.38) 
Legal, Ethics-by-design & data-sharing 2 1.470 1.543 0.453 − 1.114 − 0.191 − 0.556  

(2.71) (2.77) (2.82) (2.86) (0.30) (0.37) 
Privacy concern  − 4.866****  − 5.607****  − 0.781****   

(0.65)  (0.74)  (0.10) 
Perceived discrimination  − 2.058****  − 2.428****  0.028   

(0.57)  (0.68)  (0.09) 
Professional use of AI  2.023**  2.637***  − 0.096   

(0.85)  (0.95)  (0.13) 
Perceived trustworthiness of government      0.181***       

(0.07) 
Perceived trustworthiness of AI      0.702****       

(0.10) 
Control variables Excluded Included Excluded Included Excluded Included 
Constant 52.955**** 59.273**** 55.072**** 63.868**** 0.943**** − 0.895  

(1.98) (3.93) (2.00) (4.42) (0.22) (0.63) 
Observations 1243 1100 1251 1107 1269 1117 
F-test (OLS)/Chi2-test (logit) 1.240 6.253**** 1.280 6.080**** 9.200 178.270**** 
R2 (OLS)/McFadden’s Pseudo-R2 (logit) 0.0112 0.147 0.0112 0.151 0.006 0.1927 
Adjusted R2 (OLS)/n.a. (logit) 0.002 0.126 0.002 0.131 n.a. n.a. 
* p < 0.10, ** p < 0.05, *** p < 0.01, **** p < 0.001  
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3.1.1. Experiment 1, condition 1: Legal information 
Multiple respondents in public organizations (including all re-

spondents from civil society organizations, as well as respondents from 
Belgian and Dutch entities in taxation, criminal law, transport, and so-
cial security) noted the relevance of strict implementation of the GDPR 
and other legal principles. This includes a strong Data Protection Officer 
(DPO) who actively safeguards GDPR principles that are aimed at 
maintaining societal trust, such as the requirement to have a legal basis, 
to limit the purposes for data processing, and to maintain a human-in- 
the-loop (Busuioc, 2021; Forcier, Gallois, Mullan, & Joly, 2019). One 
organization emphasized the importance of a strong legal base for AI 
programs, as this enhances the democratic legitimation of government 
action. Therefore, in the first condition, the government actively com-
municates about GDPR-compliance by ensuring a strong DPO function 
and having a legal basis for a project. 

3.1.2. Experiment 1, condition 2: ethics-by-design 
Many public organizations have invested in the ethical design of AI, 

stimulated by controversies (such as the Dutch SyRI case (see: Meuwese, 
2020)) and the Ethics Guidelines of the EU. This implementation process 
frequently emphasizes that the design process of algorithms itself should 
already incorporate considerations on ethics, an approach known as 
ethics-by-design. Our vignette draws on two aspects highlighted by 
multiple interview respondents: ensuring algorithmic explainability and 
using AI for societal well-being. Model explainability was one of the 
most frequently cited methods to integrate ethics-by-design during the 
interviews and is also frequently discussed in the literature (Busuioc, 
2021; Grimmelikhuijsen, 2023). The second was incorporated as it was a 
far-reaching yet realistic form of implementing ethical AI (reported by 
one interviewed organization), which may form the most likely way of 
triggering a trust response among citizens (see also Floridi et al., 2018). 

3.1.3. Experiment 1, condition 3: Data-gathering 
For the final intervention of experiment 1, we incorporate how 

public organizations gather data (see also Meuwese, 2020). In the in-
terviews, data-sharing was seen as a particularly large risk by multiple 
respondents. The open formulation of the purpose limitation principle in 
the GDPR may be a particular problem in current legislation, in partic-
ular when there is a legal basis for sharing data beyond individual 
consent (for an academic treatment, see: Jasserand, 2018). We incor-
porate two variations of this condition, reflecting the multiple avenues 
public organizations may take regarding data-gathering strategies. In 
the first variant, we present information that the public organization 
will fully gather data in-house to safeguard privacy. In the second 
variant, information is given that the public organization uses data from 
private organizations, although this information is anonymized. 

3.1.4. Experiment 2, condition 1: Human-in-the-loop 
Interviews showed that several government organizations focus 

strongly on retaining human autonomy in some way, often by keeping a 
human in the loop. Research has also emphasized the importance of 
keeping humans in the loop to strengthen trust in AI (Aoki, 2021; 
Ingrams, Kaufmann, & Jacobs, 2021). The EU’s high-level expert group 
on AI has incorporated human-in-the-loop as a component of its trust-
worthy AI guidelines. Therefore, the first intervention included in 
experiment 2 is information on whether there is a human in the loop 
during the decision-making stage of public service delivery. 

3.1.5. Experiment 2, condition 2: Fairness & non-discrimination 
Another theme frequently referred to in interviews with public sector 

actors is the prevention of unintentional biases that may creep into AI 
models that are trained on poor data. Such ethical AI measures have also 
received extensive attention in data science, resulting in design pro-
cesses to make AI fairer and less biased (Greene et al., 2019). As with 
retaining humans in the loop, reducing bias has also been presented as a 
core component of the EU’s High-level expert group Trustworthy AI 

guidelines. We incorporate fairness and non-discrimination through 
organizational processes as a second intervention in the second 
experiment. 

3.1.6. Experiment 2, condition 3: Technical robustness 
Finally, the technical robustness of AI systems (in particular in terms 

of data security) received attention in interviews with public sector 
actors and is included in the EU’s High-level expert group guidelines on 
Trustworthy AI. Cybersecurity procedures should convince citizens that 
sensitive personal data will not fall into the wrong hands. Therefore, we 
create a third intervention on blockchain technology that contributes to 
technical data security. This intervention is inspired by the Estonian e- 
health blockchain systems, which register all data processing activities 
on Estonian health records in a tamper-proof way (Nortal, 2018). 

3.2. Data-gathering procedure 

Respondents for experiment 1 were retrieved from a Belgian market 
research company with a representative sample of Belgian citizens, 
based on gender and age. Recruitment continued until the desired 
sample size of 1200 completed surveys was attained (100 per experi-
mental group). This process yielded 1269 observations, although some 
models draw on slightly fewer observations due to item non-response. 

Experiment 2 made use of the University of Antwerp’s Burgerpanel 
(literally translated as Citizen panel). The online survey was sent to 
2.000 respondents, with 738 usable responses being returned (slightly 
fewer than the 100 per group we aimed for; and a response rate of about 
37%). Burgerpanel recruitment is based on self-selection into the panel. 
Respondents who signed up were expected to participate in studies on 
political and public administration topics. As a result, the Burgerpanel 
includes respondents with some degree of interest in politics. The sam-
ple is therefore less representative of Flemish citizens than the one of the 
market research company. However, simple random assignment to the 
different groups (used in both experiments) should alleviate this issue in 
terms of endogeneity. While some generalizability issues may remain, 
the similarity of results (see section 4) suggests that differences between 
panels did not play a major role. 

Budget restrictions for experiment 1 implied that we could not go 
beyond the ~1200 respondents here, while availability of slots in the 
Burgerpanel limited that study to 2000 respondents with around a 40% 
response rate. By fielding two experiments instead of one, we could test 
a greater array of possible ethical AI measures and combinations thereof. 

Both surveys were designed and implemented in Qualtrics. Once 
respondents reached the vignettes comprising the experimental stage of 
the study (i.e., after preliminary survey questions were filled in), 
Qualtrics was used to automatically distribute respondents across 
groups using simple random assignment (i.e. each respondent had an 
equal chance to be assigned to any of the experimental or control 
groups). 

3.3. Measurements 

3.3.1. Dependent variables 
Both experiments contain three dependent variables on the project 

level: perceived trustworthiness, behavioral trust, and policy support. 
Perceived trustworthiness was measured using a three-item version of 
the trust-in-government-scale developed and validated by Grimmeli-
khuijsen and Knies (2017), applied to AI projects. This scale assesses 
perceived trustworthiness based on the distinction between ability, 
benevolence and integrity. Behavioral trust was measured using a single 
item in which respondents indicated whether they would be willing to 
provide permission to the federal government to use their data. Re-
spondents received three answer categories, ‘yes’, ‘no’, and ‘only under 
certain conditions’. To facilitate analysis, these were recoded into a bi-
nary variable ‘willing to give data’ measuring whether a respondent 
indicated ‘no’ (=0), ‘yes’, or ‘only under certain conditions’ (=1). By 
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measuring whether citizens are willing to provide data, we come closer 
to a measurement of willingness to be vulnerable. Policy support was 
measured through two items measuring whether the respondent be-
lieves that AI projects will enhance service delivery and whether the 
respondent supports the use of AI within governmental projects. 

3.3.2. Independent variables 
In addition to the variables reflecting the experimental manipula-

tions, we measure several independent variables. Descriptive statistics 
are available in Appendix 2, while a full description of survey items is 
available in the pre-registration (see Appendix 4). Due to space con-
straints, we limit the discussion here to the variables operationalizing 
concepts contained in the hypotheses. General perceived trustworthi-
ness of government is measured using the 9-item scale on perceived 
trustworthiness by Hamm et al. (2019), adapted slightly by incorpo-
rating two items from Grimmelikhuijsen and Knies (2017) and by 
excluding the items on trust (due to the Dutch translation being 
considered difficult to read by pre-test respondents). Factor analyses 
strongly support a single-factor interpretation. Trust in AI is measured 
using a scale adapted from trust in self-driving cars. The measure has 
functionality, helpfulness & reliability dimensions (although, once 
again, factor analysis support interpreting the concept as a single factor) 
(Nees, 2016). Privacy concerns are measured using a 3-item scale 
developed for this survey and oriented towards governments specif-
ically. The items respectively reflect concerns regarding the processing 
of personal data, the processing of data from employers or previous 
employers, and the processing of an individual’s prior interactions with 
governmental organizations (e.g., halted welfare, debts, fines, etc.). All 
items strongly load on a single factor. Perceived discrimination is 
measured using a single Likert-scale item on the degree to which re-
spondents consider themselves a member of a group that is discrimi-
nated against in society, adapted from the European Social Survey (ESS, 
2019). Finally, we measure familiarity with AI by taking a proxy that 
asks whether participants are involved to some degree in the application 
or development of AI. Such a measurement does not only capture sta-
tistics or programming skills relevant to AI and major datasets, but also 
captures familiarity more broadly in the sense of respondents having 
professional experience building datasets, using AI output, managing 
AI/data projects, etc. 

Our experimental interventions are exogenous by design, given the 
random assignment of participants over groups. The same does not hold 
for the relations between other independent variables and the de-
pendents. Therefore, as with most cross-sectional surveys, we aim to 
reduce endogeneity from model misspecification by controlling for 
potentially relevant characteristics and attitudes. The models with in-
dependent variables beyond the experimental interventions also incor-
porate education, age, gender, generalized trust, computer self-efficacy, 
and whether the respondent is employed in the public sector. 

3.3.3. Open answers 
Respondents received a behavioral trust item asking them to indicate 

whether they would be permitted by the federal government to use their 
data. Immediately after this item, respondents were also provided with a 
small open answer box asking them to explain their answers. We 
received 777 useful answers for experiment 1 and 569 useful answers for 
experiment 2. These answers were subsequently used to triangulate 
quantitative findings. 

4. Analysis and results 

The analysis section is split into several subsections. First, we test the 
experimental conditions in sections 4.1–4.3. Subsequently, we test the 
role of pre-existing attitudes in section 4.4 and triangulate findings using 
qualitative data from the comment box in section 4.5. 

4.1. Traditional inference tests on experimental manipulations 

The regression models (Table 1 and Table 2 for respectively experi-
ments 1 and 2) show that most experimental groups do not differ 
significantly from the control group. In experiment 1, we obtain null 
findings on all dependent variables for the groups ‘Legal information’, 
‘Data-gathering information 1’, ‘Data-gathering information 2’, and all 
combinations of interventions save ‘Legal information & Data-gathering 
information 2’. In experiment 2, we obtain null findings for all outcome 
variables for the experimental groups ‘Human-in-the-loop information’ 
and ‘Human-in-the-loop & Fairness information’. The only group that 
seems to have consistently significant results on outcomes is the ‘Fair-
ness and robustness information’ group. Fairness and robustness infor-
mation seems to slightly increase perceived trustworthiness, policy 
support, and behavioral trust. As can be expected, this result disappears 
when including independent variables for perceived trustworthiness and 
policy support. 

Despite containing a small number of significant regressors, the 
models only using experimental manipulations as explanatory variables 
all display non-significant F-tests and Chi-square tests for the entire 
model, accompanied by extremely low R2 and Pseudo-R2 scores.2 The 
absence of evidence for an effect does not seem to be caused by the lack 
of respondents’ attention to the vignette. Robustness tests using a 
manipulation check (i.e., whether the respondent could correctly 
remember the AI projects outlined in the vignette) yield the same results 
(see Appendix 3). This suggests that the explanatory power of our 
experimental variables is exceedingly low, even when including the 
Fairness & Robustness groups for which some significant results were 
obtained. Therefore, we now proceed to equivalence testing to see 
whether there is evidence for the absence of effects. 

4.2. Equivalence testing on experimental manipulations 

Table 3 reports the results from traditional t-tests (for statistically 
significant differences) and the equivalence tests, determining the 
probability that the mean of the intervention group falls within an 
equivalence interval around the mean of the control group. Equivalence 
testing is needed to test whether the absence of significant findings also 
points towards absence of an effect (Dinno, 2017; Streiner, 2003). For 
equivalence testing, we need to establish which differences between 
control and intervention can be considered equivalent (i.e., what is an 
acceptable interval around the mean of the control group within which 
group means are considered equivalent?). To avoid arbitrary choices, we 
begin by testing for equivalence using an interval based on the mean ±
10% of that mean before narrowing down the interval to ±7,5 and ±
5%. As equivalence tests for binary outcomes require exceedingly high 
sample sizes (Dinno, 2017), the behavioral trust outcome could not be 
examined. 

Experiment 1 displays some evidence of equivalence (i.e. nil find-
ings). For this experiment, we find that the Ethics-by-design, Data- 
sharing 1, Legal & Data sharing 2, Legal & Ethics-by-design, Ethics-by- 
design & Data Sharing 1 and Legal, Ethics-by-design & Data sharing 2 
groups are equivalent to the control group using a 10% equivalence 
interval (not to be confused with a confidence interval). Moreover, for 
policy support, we find some evidence that Legal information and Legal 
& Data-sharing 1 are equivalent on the 7,5% level. At the same time, 
Legal, Ethics-by-design & Data-sharing 2 is equivalent at the 10% in-
terval. Legal & Data-sharing 1, while indeterminate from an equivalence 
perspective, yields a non-significant negative effect in some of the pre-
viously discussed regression models. Therefore, there seems to be rela-
tively solid evidence that especially the legal information condition and 

2 Explained variance is so low that adjusted R2 corrections for the amount of 
variables entered into the model actually causes a small negative value in some 
models containing only experimental groups 
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its combinations with other manipulations are, at best, equivalent to the 
control group on policy information and perceived trustworthiness. 

For experiment 2, results were less clear, with only the Human-in- 
the-loop condition obtaining equivalence on the policy support 
outcome. Most groups in experiment 2 thus yield a null finding, yielding 
no evidence of significant differences but also no statistical support for 
equivalence. Future studies with a higher sample size may be necessary 
to investigate whether the results are truly equivalent. 

4.3. Summarizing regression analysis and equivalence testing 

Legal information, in particular, seems to produce ‘nill’ effects 
compared to the control group (i.e. the true absence of an effect), sug-
gesting that information on a legal base and strong DPO function does 
not influence perceived trustworthiness or policy support. Moreover, the 
other information types in experiment 1 provide null findings or tenuous 
significance findings, providing no evidence that information on no- 
harm & explainability (ethics-by-design) and safeguards in data- 
gathering (only using in-house data or anonymizing data from private 
suppliers) enhances perceived trustworthiness, policy support or 
behavioral trust (even if there is also no evidence of equivalence). 
Experiment 2 does provide some evidence that groups differ signifi-
cantly from each other (in particular for the robustness and human-in- 
the-loop conditions), although effects remain limited and F-tests for 
overall model significance are also not significant. 

We conclude that there is no robust evidence for hypothesis 1 (in-
formation on ethical AI measures will positively affect perceived trust-
worthiness, policy support, and behavioral trust). We also conclude that 
the results provide some support for equivalence (in particular for 
groups incorporating legal information as the only or one of their in-
terventions), i.e. the absence of an effect. Combined, these results sug-
gest that governments’ ability to manage perceptions of trustworthiness, 

policy support, and behavioral trust among the general public by 
signaling that it has taken ethical AI measures may be rather limited, at 
least in the short-term. 

4.4. Results for non-experimental survey variables 

We found that actively managing policy support, behavioral trust, 
and public perceptions of project-level trustworthiness is difficult. We 
now turn to the hypotheses suggesting that citizen attitudes may be 
formed mainly by pre-existing attitudes, traits, and perceptions (for 
versions with control variables, see Appendix). We see in column 6 of 
Tables 1 and 2 that both the perceived trustworthiness of AI and the 
perceived trustworthiness of government, in general, have a strongly 
significant and positive effect on the willingness of citizens to make their 
data available for governments’ analyses, i.e., their behavioral trust, 
thus supporting hypotheses 2 and 3. This suggests that individuals who, 
prior to seeing the vignettes, perceive governments and AI as relatively 
trustworthy, are also more likely to entrust their personal data to 
governmental AI projects. Common method bias is less of an issue for the 
behavioral trust dependent, as this variable is not construed from a 
Likert scale item (see, e.g., Jakobsen & Jensen, 2015). 

Furthermore, our analyses consistently show a strongly significant 
negative effect of privacy concerns on the perceived trustworthiness of 
AI projects, policy support, and behavioral trust (columns 2, 4, and 6 of 
Tables 1 and 2). This indicates that individuals worried about how their 
data is used by governments are less inclined to be supportive of public 
sector AI projects, thereby supporting hypothesis 4. The fat tails of the 
distributions of the explanatory variables point to rather negative atti-
tudes of citizens (Fig. 1). This distribution implies that relatively many 
participants perceive AI or the federal government to be untrustworthy 
and that relatively many participants were concerned regarding the way 
governments use their data. Given that our experimental manipulations 

Table 2 
Regression results experiment 2, robust standard errors in parentheses (* = 0.10, ** = 0.05*; *** = 0.01; **** = 0.001).   

Policy support - OLS Perceived trustworthiness of AI projects – 
OLS 

Behavioral trust (willing to give data) - 
logit 

Experimental groups (control group is reference category) 
Human in the loop (HITL) 4.192 − 0.695 3.710 − 0.046 0.227 − 0.615  

(2.86) (2.48) (3.23) (2.92) (0.36) (0.50) 
HITL & Fairness 2.268 − 0.711 2.246 0.451 0.310 0.299  

(2.85) (2.46) (3.21) (2.83) (0.36) (0.50) 
HITL & robustness 4.236 − 0.150 6.308* 1.462 0.147 − 0.521  

(3.06) (2.69) (3.25) (2.95) (0.35) (0.44) 
HITL, Fairness & Robustness 3.951 − 0.947 6.576** 1.970 0.284 − 0.142  

(2.98) (2.66) (3.27) (2.78) (0.36) (0.48) 
Fairness 3.718 1.724 2.859 1.155 0.697* 0.680  

(2.94) (2.50) (3.28) (3.01) (0.39) (0.52) 
Fairness & Robustness 6.699** 1.907 6.077* − 0.140 0.927** 1.007*  

(2.95) (2.56) (3.23) (2.87) (0.41) (0.57) 
Robustness 4.572 2.808 3.459 1.373 0.336 − 0.347  

(3.23) (2.74) (3.23) (2.95) (0.36) (0.46) 
Privacy concern  − 7.769****  − 8.500****  − 0.961****   

(0.73)  (0.92)  (0.16) 
Perceived discrimination  − 2.757****  − 3.944****  − 0.168   

(0.78)  (0.85)  (0.14) 
Professional use of AI  2.070**  0.122  − 0.325   

(0.93)  (1.17)  (0.20) 
Perceived trustworthiness of government      0.253**       

(0.12) 
Perceived trustworthiness of AI      0.845****       

(0.16) 
Control variables Excluded Included Excluded Included Excluded Included 
Constant 58.413**** 73.437**** 51.873**** 62.526**** 1.213**** − 0.211  

(2.18) (4.67) (2.27) (5.69) (0.24) (1.16) 
Observations 738 659 737 655 756 671 
F-test (OLS)/Chi2-test (logit) 0.863 10.825 0.999 9.887 7.110 105.700**** 
R2 (OLS)/McFadden’s pseudo-R2 (logit) 0.008 0.288 0.009 0.284 0.011 0.308 
Adjusted R2 (OLS)/n.a. (logit) − 0.001 0.264 − 0.000 0.260 n.a. n.a. 
* p < 0.10, ** p < 0.05, *** p < 0.01, **** p < 0.001        
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suggest that perceived trustworthiness and support are difficult to ‘win’ 
by providing information on a governmental project, it may be that 
using AI for sensitive public tasks will face enduring legitimacy issues 
among some societal sub-groups. 

Finally, we consider hypotheses 5 and 6 on the impact of perceived 
discrimination and professional contact with AI. Support for both hy-
potheses is mixed. Perceived discrimination appears to have a negative 
effect on perceived trustworthiness and policy support in both experi-
ments, as shown in Tables 1 and 2, columns 2 and 4. However, there is 
no evidence of an effect on behavioral trust, i.e., willingness to provide 
data. It may therefore be that the perceived trustworthiness of AI or 
perceived trustworthiness of government mediate the effect between 
discrimination and all three outcome variables, although testing such 
mediation is beyond our data’s limitations. Professionally encountering 
AI systems’ development or implementation has a positive effect on 
policy support for experiments 1 and 2 and on the perceived trustwor-
thiness of governmental AI projects in experiment 1. However, there 
seems to be no significant effect on willingness to provide data for both 
experiments and no significant effect on perceived trustworthiness for 
experiment 2. 

4.5. Triangulation through the open answers 

Our quantitative conclusions receive further support from a 

qualitative analysis of the open answers. Through an open answer box, 
respondents could explain why they would accept or refuse to provide 
their data to governmental AI projects. The answers allowed us to 
explore the drivers of trust beyond the survey items. All comments were 
sorted using open and axial coding. The results for the 15 largest cate-
gories of codes can be found in the table incorporated in Appendix 5. 
Note that the 13 out of 15 of the most popular codes overlap in both 
experiments, suggesting that we tapped into attitudes in a relatively 
reliable fashion across experiments. 

Particularly relevant for our purposes is that answers seemed mostly 
based on the pre-existing attitudes privacy concerns (26% and 17% if 
comments for respectively experiments 1 and 2), trust in government 
(12–14% of comments), and more general descriptions of trust (~5% in 
both experiments), rather than responding to information provided in 
experimental treatments. Indeed, hardly any answers seemed to tie in 
directly to the vignettes. Only eight responses in experiment 1 and ten 
responses in experiment 2 recognizably referred to the vignettes. As 
emerged from the quantitative analyses, variations in responses are thus 
tied to prior perceptions instead of the ethical AI measures presented to 
citizens through the vignettes. Prior attitudes and perceptions (in 
particular privacy concerns and trust in government) are the most 
important determinants of trust in and support for a specific AI project in 
government. 

Beyond privacy concerns and trust in government, four other cate-
gories were reflected in at least 5% of respondent comments of both 
experiments: informing citizens, retaining (some degree of) control over 
one’s data, trust in AI, and the added value of AI in terms of the effec-
tiveness of government policies. Typical responses regarding informing 
citizens and retaining control reflected the need for increased trans-
parency and obtaining consent to use personal data. The relatively high 
frequency of the information and control retention categories was 
somewhat surprising. The vignettes that explicitly tested whether re-
spondents would exhibit higher levels of trust when more information 
on AI projects and their safeguards is presented found no effects. Trust in 
AI is mentioned less frequently than issues relating to trust in govern-
ment, tentatively suggesting that the latter may be more important for 
attitude-formation among citizens. Effectiveness was normally related to 
a positive expectation of the contribution of AI to government services, 
with many of these comments showing that there are ardent supporters 
of using AI in government as well. 

5. Discussion & conclusion 

We tested whether signaling ethical AI measures taken to enhance 
the trustworthiness in governmental AI projects increase perceived 
trustworthiness, policy support, and trust. We also tested whether such 
attitudes are better explained by differences between pre-existing per-
ceptions and characteristics of citizens. We innovatively tested these 
factors among the general citizenry, which remains an under- 
investigated context (see Gesk & Leyer, 2022; Ingrams, Kaufmann, & 
Jacobs, 2021 and Aoki, 2021, for recent exceptions). This focus on 
(differences between) members of the general audience is a major 
strength of this study in an environment currently dominated by studies 
focusing on direct users of AI (e.g. Logg et al., 2019; Grimmelikhuijsen, 
2023), and our research contributes by theorizing how ethical AI may 
affect non-users differently due to their distance to the algorithm. The 
results suggest that – at least in the short-term - it is difficult to influence 
the perceived trustworthiness of AI projects, policy support for AI pro-
jects, and behavioral trust in the form of citizens being willing to provide 
their data to governmental AI projects. Pre-existing attitudes and per-
ceptions seem to be more important than providing information on 
trustworthiness. General perceived trustworthiness of government and 
generally perceived trustworthiness of AI have a positive effects. Privacy 
concerns had a negative effect on the evaluation of the AI project. Thus, 
at least in the short-term, pre-existing attitudes seem to be used to 
heuristically evaluate the trustworthiness of AI in government, limiting 

Table 3 
Results equivalence tests experiment 1 & 2 (Δ denotes the value of the mean 
taken to construct the equivalence interval).  

Intervention Perceived trustworthiness 
of AI projects 

Policy support 

Experiment 1 
Legal Indeterminate (Δ = 10%; 

p1 = 0.1797; p2 = 0.0010) 
Equivalence (Δ = 7,5%; 
p1 = 0.0576; p2 = 0.0577) 

Ethics-by-design Equivalence (Δ = 10%; p1 
= 0.0010; p2 = 0.0950) 

Sig difference (Δ = 10%; 
p1 = 0.0000; p2 = 0.6118) 

Data sharing 1 Equivalence (Δ = 10%; p1 
= 0.0019; p2 = 0.0437) 

Sig difference (Δ = 10%; 
p1 = 0.0000; p2 = 0.2835) 

Data sharing 2 Indeterminate (Δ = 10%; 
p1 = 0.0032; p2 = 0.1163) 

Indeterminate (Δ = 10%; 
p1 = 0.0016; p2 = 0.1239) 

Legal & Data sharing 
1 

Indeterminate (Δ = 10%; 
p1 = 0.3038; p2 = 0.0002) 

Equivalence (Δ = 7,5%; 
p1 = 0.0396; p2 = 0.0681) 

Legal & Data sharing 
2 

Equivalence (Δ = 10%; p1 
= 0.0068; p2 = 0.0599) 

Indeterminate (Δ = 10%; 
p1 = 0.0001; p2 = 0.2944) 

Legal & Ethics-by- 
design 

Equivalence (Δ = 10%; p1 
= 0.0134; p2 = 0.0452) 

Indeterminate (Δ = 10%; 
p1 = 0.0.0005; p2 =
0.1685) 

Ethics-by-design & 
Data sharing 1 

Equivalence (Δ = 10%; p1 
= 0.0476; p2 = 0.0112) 

Indeterminate (Δ = 10%; 
p1 = 0.0005; p2 = 0.1807) 

Ethics-by-design & 
Data sharing 2 

Indeterminate (Δ = 10%; 
p1 = 0.0010; p2 = 0.1349) 

Indeterminate (Δ = 10%; 
p1 = 0.0001; p2 = 0.2886) 

Legal, Ethics-by- 
design & Data 
sharing 1 

Indeterminate (Δ = 10%; 
p1 = 0.0007; p2 = 0.1413) 

Indeterminate (Δ = 10%; 
p1 = 0.004; p2 = 0.1791) 

Legal, Ethics-by- 
design & Data 
sharing 2 

Equivalence (Δ = 7,5%; p1 
= 0.0482; p2 = 0.0818) 

Equivalence (Δ = 10%; p1 
= 0.0049; p2 = 0.0551)  

Experiment 2 
HITL Indeterminate (Δ = 10%; 

p1 = 0.0029; p2 = 0.2854) 
Indeterminate (Δ = 10%; 
p1 = 0.0003; p2 = 0.2469) 

HITL & Fairness Indeterminate (Δ = 10%; 
p1 = 0.0086; p2 = 0.1749) 

Equivalence (Δ = 10%; p1 
= 0.0025; p2 = 0.0827) 

HITL & Robustness Sig difference (Δ = 10%; p1 
= 0.003; p2 = 0.6086) 

Indeterminate (Δ = 10%; 
p1 = 0.0007; p2 = 0.2527) 

HITL, fairness & 
robustness 

Sig difference (Δ = 10%; p1 
= 0.0001; p2 = 0.6217) 

Indeterminate (Δ = 10%; 
p1 = 0.0007; p2 = 0.2152) 

Fairness Indeterminate (Δ = 10%; 
p1 = 0.0048; p2 = 0.2641) 

Indeterminate (Δ = 10%; 
p1 = 0.0007; p2 = 0.1990) 

Fairness & 
Robustness 

Sig difference (Δ = 10%; p1 
= 0.0005; p2 = 0.5941) 

Sig difference (Δ = 10%; 
p1 = 0.0000; p2 = 0.5375) 

Robustness Indeterminate (Δ = 10%; 
p1 = 0.0071; p2 = 0.2695) 

Sig difference (Δ = 10%; 
p1 = 0.0016; p2 = 0.2301)  
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the impact of information on ethical AI among non-user citizens. 
Our findings should warrant some modesty on the degree to which 

governments can quickly strengthen trust in their AI projects among 
citizens by signaling that it has taken ethical AI measures. The difficulty 
of managing pre-existing perceptions is probably underestimated in the 
Public Administration, data science, and AI ethics literature, as well as 
policy frameworks on trustworthy or ethical AI (e.g., the EU HLEG’s 
trustworthy AI guidelines (AI HLEG, 2019)). Contributions and policy 
reports in these areas continue to point to AI design and project design as 

the most crucial factors in determining trustworthiness, assuming that 
actual trustworthiness will translate to perceived trustworthiness, trust, 
and – in turn – policy support among the general audience (e.g., Gunning 
& Aha, 2019; Floridi et al., 2018; Grimmelikhuijsen, 2023). In the 
short-term, policymakers and data scientists developing governmental 
AI projects may not be able to ‘win’ a major portion of the public’s trust 
through signaling it has taken ethical AI measures. Instead, trust is likely 
formed on longer time-scales, implying that existing negative citizen 
attitudes should be seen as a strategic risk for their projects. 

Fig. 1. Histograms for perceived trustworthiness of government, perceived trustworthiness of AI & privacy concern.  

B. Kleizen et al.                                                                                                                                                                                                                                 



Government Information Quarterly xxx (xxxx) xxx

11

A focus on strategic risks could help in preventing trust breaches. As 
our contribution suggests that trust and support is difficult to build in the 
short-term, practitioners should instead shift to a long-term perspective. 
It is probably not enough to implement ethical AI with a checkbox 
mentality and on a project-by-project basis, as information ethical AI 
will not immediately change citizen attitudes towards potentially 
invasive projects. Instead, ethical AI procedures should be rolled out 
organization-wide or perhaps even on an entire governmental level, and 
with a strong focus on thoughtful, thorough and consistent application 
(see e.g. Busuioc, 2021). If a government’s ethical AI measures 1) 
gradually allow society to build positive experiences with AI and 2) 
prevent major trust breaches, this may allow for trust formation in the 
long-term. Thus, the value of ethical AI does not lie in its immediate 
impact on citizen attitudes, but in its potential as a long-term safeguard. 

Our research focuses on the general population. Antecedents for this 
group may differ from citizens who directly interact with the AI they are 
evaluating. Notably, Grimmelikhuijsen (2023) finds that ensuring 
explainability yields a positive effect on trust when respondents are 
confronted with a visa or welfare fraud decision addressed against them, 
while we do not find such an effect for the general population. Instead, 
differences in pre-existing attitudes and citizen characteristics provide a 
good explanation of citizen attitudes towards specific AI projects (more 
in line with Kostka et al., 2023). These findings do not oppose one 
another, as building trust through transparency may be easier when the 
stakes for an individual citizen are higher (Logg et al., 2019; Kleizen & 
Van Dooren, 2023). Therefore, future studies examining both immediate 
users and the general populace seem important. For practitioners, it 
implies focusing extensively on differences between sub-groups of citi-
zens, and whether AI applications may provide legitimacy risks among 
those groups that already display low trust in government (Kleizen & 
Van Dooren, 2023). 

Some important limitations remain. First, even though we obtained 
around 90 respondents per group for both experiments, the indetermi-
nate results for the equivalence tests in experiment 2 suggest that larger 
group sizes would have been desirable (Dinno, 2017). Future studies can 
draw on effect sizes obtained here to perform power analyses, which was 
not yet possible for our study (power analysis requires comparable 
previous experiments to provide an idea of effect size). Second, while the 
experimental manipulations are exogenous by construction due to 
randomization, endogeneity remains an issue for all other survey vari-
ables related to the dependent variable. A panel data-based study would 
improve our ability to make causal statements. Third, while we studied a 
number of differences between citizens in terms of attitudes and per-
sonal characteristics, factors such as socio-economic status were not 
taken into account and should be tested in the future. Fourth, although 
vignettes were based on interviews to improve realism, the survey 
experiment as a method remains prone to questions regarding alternate 
operationalizations of conditions and external validity. Although we 

control for a number of demographic and personal characteristics, future 
studies could also explore whether specific sub-groups in society (e.g. 
based on differences in socio-economic status) are more receptive to 
information on ethical AI. Fifth, as results from two different methods of 
recruiting Belgian citizens support one another, we can be relatively 
confident of the generalizability within Belgium and similar Western 
European states. However, results may differ in other countries, in 
particular those with differing levels of trust in government (e.g. high 
trust societies such as the Scandinavian countries) or different para-
digms on privacy and the role of the state (e.g. China (Kostka et al., 
2023)). Sixth, while we attempted to include a wide variety of AI ap-
plications in our vignettes, presenting other types and applications of AI 
(e.g. a greater focus on intrusive surveillance, biometric identification 
and/or fraud detection) may still produce differing results. 

Finally, while survey experiments are well-suited to detect short- 
term cognitive changes in assessments of trustworthiness, they are less 
optimal to study how information received over longer timespans can 
gradually change citizen attitudes and perhaps even values (Sullivan 
et al., 2022). Our central message is thus that ethical AI measures do not 
provide a silver bullet to improve trust and support on the short-term, 
but our analyses do not yet preclude that ethical AI may have long- 
term beneficial effects. If governments can facilitate the wide-spread 
rollout of ethical AI and thereby prevent (most) breaches of societal 
trust, the information space on how public authorities apply AI may 
gradually be capable of building trust. Whether this is true is an essential 
question for follow-up research. 
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Appendix 1. Interviews and vignettes 

Interviews 

Of the 11 public sector interviews performed, nine were held with six governmental organizations applying data analytics in Belgium and The 
Netherlands and two were held with external developers co-producing AI tools with a public sector organization. One public organization had a wider 
portfolio of data analytics projects and a larger number of departments involved than its counterparts, allowing us to perform four interviews in this 
organization (this is also why our sample contains a lower number of organizations than interviews). The organizations’ policy domains range from tax 
and social security to policing, tourism, waste collection and transport. At the same time, applications of data analytics include data sharing platforms 
(non-AI), natural language processing of data (both on existing databases and new requests by citizens), the prediction of crowd movements and risk- 
score based fraud detection processes. Within the interviewed entities, interviews were usually held with respondents fulfilling either a data scientist 
or product owner role. However, the sample also incorporates two data protection officers (DPO) and two strategic advisers in the areas of data and AI. 
Most entities in the sample either applied data analytics tools such as AI for several years or were in an advanced development state (the proof of 
concept phase). The reasoning for this heterogeneous set of interviewees is that different organizations are likely to vary in terms of both policy goals 
and ethical AI measures used to secure their data analytics projects. Additionally, most entities working on advanced data analytics tools do so in 
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moderately sized project groups, making it practically difficult to hold all interviews in one or two entities. See Table A1 for an overview.  

Table A1 
List of interview respondents.  

Interview 
number 

Actor Reason for invitation 

Public organizations 
1 Federal Belgian public organization in the area of 

finance and tax 
Working on several AI projects in the proof of concept stage 

2 Flemish public organization in the area of finance 
and taxes 

Working on an AI project 

3–6 Flemish public organization in the area of social 
protection (4 interviews held) 

Organization attempts to implement AI and data-driven technologies in a widespread fashion and is working 
on ethics and privacy questions. Interviews held with project lead, strategic advisers, DPO and lead AI 
developer 

7 Flemish public organization in the area of IT 
development and support 

Developing several data-driven technologies 

8 External developer, working for Belgian 
municipalities 

Developing multiple AI systems for Belgian municipalities 

9 Dutch municipality Has implemented multiple AI systems, working on improving transparency and ethical design of AI and data- 
driven projects 

10 Dutch public organization in the area of transport 
and infrastructure 

Has developed multiple AI systems, working on transparency and ethical design 

11 External developer, engaged in cooperative 
project with Dutch police 

AI developer with an academic affiliation  

Vignettes 

Table A2 contains the baseline information and interventions that together form vignettes in experiments 1 and 2. 
The full vignette combines the baseline vignette and the treatment(s) assigned to a respondent group. For instance, an experiment 1 respondent 

assigned to treatment groups for legal information and ethics-by-design information, as well as the internal data-gathering group, will receive the 
following information on a single screen: 

1. Baseline information. 
2. Legal information. 
3. Ethics-by-design information. 
4. Data-gathering information (data-gathering internally).  

Table A2 
Vignettes for experiments 1 and 2.   

Text vignette 

Baseline information (presented to all respondents, in both 
experiments (including control groups)) 

Artificial intelligence (AI) in federal government projects 
Governmental organizations increasingly work digitally. To that end, the federal government has decided to 
focus on Artificial Intelligence (AI). This concerns multiple projects, including: 
- A joint project with Wallonian and Flemish governments to recognize damage to roads using artificial 
intelligence. As the computer recognizes potholes in roads, maintenance can be organized more efficiently. 
- The inspection of tax returns. Using various data, the probability that someone has committed fraud in his or 
her tax returns is predicted. By focusing on tax returns with a high probability of fraud, inspectors can more 
easily detect irregularities. 
- Following streams of people through their mobile phones during events to predict where emergency services 
(such as ambulances) might be necessary. This helps emergency services to better anticipate swiftly changing 
situations. 
However, independent experts are posing questions on privacy and data security. Also, due to the complexity of 
artificial intelligence, it is not always clear on what basis a computer program takes a particular decision. 

Interventions experiment 1 
Legal information (legal) The federal government acknowledges that there are legal concerns. To that end, the government has hired 

several independent data lawyers who will supervise the projects. A legal base that determines what 
governmental organizations can and cannot use AI for will also be established. 

Ethics-by-design information (ethical) - Governments must always ensure that the decisions of their artificial intelligence are completely explainable; 
- Artificial intelligence must always be deployed in the interest of citizens. For instance, the federal government 
may not use artificial intelligence to detect minor mistakes made by citizens but may do so for major fraud 
cases. 

Data-gathering information 1, internal data-gathering (data 1) Taking into account privacy considerations, the federal government limits itself to data it has gathered on its 
own. 

Data-gathering information 2 (data 2), anonymized data from 
private parties 

Taking into account privacy considerations, the federal government only uses anonymized data from private 
businesses. For instance, the following data is anonymously gathered through businesses for the projects 
concerning damage to roads, tax fraud and flows of visitors to events: 
- Photographic material from private construction companies (such as businesses working on roads) 
- Wage- and administrative data from employers 
- Mobile location data from telecom service providers 

(continued on next page) 
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Table A2 (continued )  

Text vignette 

Interventions experiment 2 
Human-in-the-loop information (HITL) To prevent mistakes, the federal government demands that humans will always be involved in decisions based 

on artificial intelligence. Civil servants that know how artificial intelligence works thoroughly evaluate the 
outcomes of the computer program. Only after this evaluation, a final decision is taken. 

Fairness & non-discrimination information (Fairness) Artificial intelligence can unintentionally discriminate against vulnerable groups in society. To prevent this, 
civil servants extensively study each artificial intelligence project of the federal government. Should the chance 
of discrimination be high, then stringent extra checks are necessary to keep the projects honest. 

Technical robustness (Robustness) To safely store sensitive data, the federal government uses new technologies such as blockchain. This 
blockchain registers every attempt to access data in a permanent and tamper-proof way. This allows the federal 
government to always find out who had access to the data so that citizens’ data is protected better.  

Citizen panels, fielding and pre-testing 

Aside from containing different interventions, both survey experiments featured the same survey flow and baseline (control group) vignette. Before 
being fielded in citizen panels, the experimental flow was pre-tested through 5 read-out-loud interviews. Respondents read the survey and the vi-
gnettes to detect potential errors, difficult sentences, unclear elements, unexpected associations among respondents, etc. Subsequently, the first 
experiment (which was set out just before the second experiment) was soft-launched by the marketing company to detect whether elements may cause 
high attrition rates. The minor alterations made in the soft-launch process were also applied to the flow of experiment 2. These changes concerned 
dropping an ‘are you sure you want to proceed without answering the questions’ notification for an ‘other’ item and shortening the text on the opening 
screen. Both features lead to high dropout rates before implementing said changes. 

Experiment 1 
Experiment 1 was held online using a private marketing company panel to recruit a random sample of Flemish participants. The panel will 

approach its members until the goal of 1200 respondents is reached. Although recruitment into the panel is done through self-selection, selection of 
potential recruits will be done so that a representative sample of the Flemish population (based on age and gender and within a weighting factor of 3) is 
reached. All Bilendi panel members are 18 years or older. Bilendi panel members receive payment through points per survey completed, which they 
can subsequently spend on offers made by Bilendi. Under normal circumstances, conducting power analysis is considered desirable before fielding 
experiments. However, such analyses require at least some indication of expected effect sizes. As no similar experiments were found in the extant 
literature, no realistic indication on effect sizes was available and any assumptions on our part would thus be arbitrary. Instead of conducting a 
circumspect power analysis, we opted to simply set a target of 100 respondents per group (with 12 groups, this implies 12*100 = 1200 respondents). 
Recruitment continued until at least the target sample size was reached, with some oversampling eventually occurring. With item non-response 
reducing observations somewhat, the maximum available observations were 1268. 

Experiment 2 
Experiment 2 was fielded online through UAntwerpen Burgerpanel. Recruitment into the panel is done through self-selection, after which Bur-

gerpanel members self-select into a specific survey by voluntarily responding to an invitation. All panel members are Belgian citizens and are 18 years 
or older. Panel members do not receive compensation for filling in a survey, although they receive a brief report informing them of the outcomes of 
their research. This may mean that responses for experiment 2 are skewed somewhat towards respondents with an interest in politics, government 
and/or AI, although randomization should ensure that the internal validity remains high for the experimental interventions. Two batches of 1000 
citizens were approached given the panel’s historical response rate of 40–50%, to obtain around 800 observations (again roughly 100 per group) 
(maximum amount of actual observations after item non-response is 756). 

Appendix 2. Descriptive statistics, variable descriptions, correlation table and full regression tables (including control variables)  

Table A3 
Descriptive statistics and correlations experiment 1  

Variable Obs. Mean Std. 
dev. 

Min. Max (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 

Policy support (1) 1243 55,846 17,984 − 3513 93,318 1000              
Perceived trustworthiness 

of AI project (2) 
1251 55,790 20,309 0,000 100,564 0,742 1000             

Behavioral trust 
(willingness to provide 
data) (3) 

1269 0,724 0,447 0,000 1000 0,405 0,339 1000            

Perceived trustworthiness 
of government (general) 
(4) 

1308 2605 1398 − 0,138 6341 0,328 0,493 0,218 1000           

Perceived trustworthiness 
of AI (5) 

1308 3602 0,960 0,034 6648 0,555 0,469 0,281 0,268 1000          

Privacy concern (6) 1343 2298 0,934 0,000 4045 − 0,274 − 0,275 − 0,302 − 0,260 − 0,153 1000         
Perceived discrimination 

(7) 
1237 0,869 0,927 0,000 4000 − 0,130 − 0,128 − 0,059 − 0,117 − 0,050 0,043 1000        

Professional use of AI (8) 1381 0,424 0,666 0,000 2000 0,052 0,064 − 0,005 0,101 0,203 − 0,019 0,093 1000       
Education (9) 1417 2169 1188 1000 4000 0,083 0,038 0,060 0,093 0,146 − 0,108 0,051 0,186 1000      
Age (10) 1418 2703 1604 0,000 5000 0,025 − 0,006 0,063 − 0,118 − 0,134 0,097 − 0,169 − 0,337 − 0,166 1000     
Gender (11) 1416 0,529 0,499 0,000 1000 − 0,048 0,006 − 0,002 0,070 − 0,035 0,004 0,099 − 0,127 0,009 − 0,146 1000    

(continued on next page) 
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Table A3 (continued ) 

Variable Obs. Mean Std. 
dev. 

Min. Max (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 

Generalized trust (12) 1383 2733 1486 0,000 6000 0,179 0,219 0,136 0,305 0,182 − 0,179 − 0,074 0,044 0,151 − 0,058 − 0,033 1000   
Computer self-efficacy (13) 1384 2324 1105 − 0,716 4187 0,071 0,001 0,076 0,007 0,182 − 0,078 0,049 0,182 0,168 − 0,340 − 0,183 0,118 1000  
Employed in the public 

sector (14) 
1413 0,186 0,389 0,000 1000 0,015 0,030 0,011 0,106 0,018 − 0,046 0,051 0,120 0,114 − 0,249 0,048 0,036 0,081 1000   

Table A4 
Descriptive statistics and correlations experiment 2.  

Variable Obs. Mean Std. 
dev. 

Min. Max (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 

Policy support (1) 738 62,102 19,718 − 0,980 94,749 1000              
Perceived trustworthiness of 

AI project (2) 
737 55,748 22,142 0,000 100,912 0,722 1000             

Behavioral trust (willingness 
to provide data) (3) 

756 0,825 0,380 0,000 1000 0,499 0,457 1000            

Perceived trustworthiness of 
government (general) (4) 

786 2643 1462 − 0,103 6415 0,388 0,535 0,299 1000           

Perceived trustworthiness of 
AI (5) 

786 3830 1104 − 0,067 6717 0,599 0,454 0,338 0,239 1000          

Privacy concern (6) 809 2208 1005 0,000 4048 − 0,456 − 0,434 − 0,360 − 0,373 − 0,332 1000         
Perceived discrimination (7) 733 1150 0,918 0,000 3000 − 0,246 − 0,249 − 0,163 − 0,236 − 0,171 0,202 1000        
Professional use of AI (8) 817 0,543 0,709 0,000 2000 0,054 − 0,041 − 0,049 − 0,013 0,126 0,050 − 0,070 1000       
Education (9) 838 2791 1154 1000 4000 0,160 0,113 0,113 0,212 0,181 − 0,127 − 0,137 0,146 1000      
Age (10) 839 3261 1430 0,000 5000 0,042 0,132 0,061 − 0,021 − 0,056 0,105 0,006 − 0,253 − 0,040 1000     
Gender (11) 835 0,319 0,466 0,000 1000 − 0,038 0,040 0,028 0,119 − 0,104 0,064 0,170 − 0,014 0,025 − 0,110 1000    
Generalized trust (12) 826 3036 1749 0,000 6000 0,210 0,206 0,113 0,289 0,186 − 0,244 − 0,154 0,114 0,191 − 0,118 0,046 1000   
Computer self-efficacy (13) 822 2450 1039 − 0,984 4278 0,144 0,078 0,114 0,025 0,240 − 0,187 − 0,132 0,138 0,104 − 0,288 − 0,155 0,150 1000  
Employed in the public 

sector (14) 
837 0,154 0,361 0,000 1000 − 0,025 0,003 0,002 0,090 − 0,032 − 0,007 0,006 0,069 0,003 − 0,279 0,089 0,043 0,057 1   

Table A5 
Regression results experiment 1, robust standard errors in parentheses (* = 0.10, ** = 0.05*; *** = 0.01; **** = 0.001).   

Policy support (OLS) Perceived trustworthiness of AI 
Project (OLS) 

Behavioral trust (willing to provide 
data) (logistic) 

Experimental groups (control group is reference category) 

Legal 0.555 0.566 − 3.282 − 3.735 − 0.165 − 0.219  
(2.69) (2.61) (2.82) (2.78) (0.30) (0.38) 

Ethics-by-design 6.563** 5.589** 1.737 − 0.235 − 0.221 − 0.493  
(2.64) (2.62) (2.80) (2.86) (0.30) (0.35) 

Data-sharing 1 (exclusively by public sector) 4.457* 3.769 2.253 0.346 0.385 0.111  
(2.48) (2.42) (2.82) (2.58) (0.32) (0.39) 

Data-sharing 2 (data is shared by private sector, but anonymized) 2.757 2.465 2.270 2.140 0.144 − 0.091  
(2.74) (2.75) (2.81) (2.99) (0.31) (0.38) 

Legal & Ethics-by-design 3.123 3.027 1.702 1.365 0.329 0.158  
(2.63) (2.68) (2.81) (2.95) (0.32) (0.42) 

Legal & data-sharing 1 0.314 − 1.410 − 3.470 − 5.926** 0.233 0.053  
(2.62) (2.62) (2.81) (2.86) (0.31) (0.38) 

Legal & data-sharing 2 4.408* 3.027 1.086 − 1.310 0.092 − 0.237  
(2.58) (2.61) (2.84) (2.79) (0.31) (0.38) 

Ethics-by-design & data-sharing 1 3.542 2.699 − 0.573 − 1.333 − 0.135 − 0.453  
(2.66) (2.60) (2.83) (2.88) (0.30) (0.38) 

Ethics-by-design & data-sharing 2 4.202 2.672 3.021 1.343 − 0.059 − 0.362  
(2.63) (2.54) (2.81) (2.58) (0.30) (0.38) 

Legal, Ethics-by-design & data-sharing 1 3.248 2.632 3.413 1.951 − 0.026 − 0.418  
(2.60) (2.66) (2.82) (2.61) (0.31) (0.38) 

Legal, Ethics-by-design & data-sharing 2 1.470 1.543 0.453 − 1.114 − 0.191 − 0.556  
(2.71) (2.77) (2.82) (2.86) (0.30) (0.37) 

Privacy concern  − 4.866****  − 5.607****  − 0.781****   
(0.65)  (0.74)  (0.10) 

Perceived discrimination  − 2.058****  − 2.428****  0.028   
(0.57)  (0.68)  (0.09) 

Professional use of AI  2.023**  2.637***  − 0.096   
(0.85)  (0.95)  (0.13) 

Perceived trustworthiness of government      0.181***       
(0.07) 

Perceived trustworthiness of AI      0.702****       
(0.10) 
(continued on next page) 
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Table A5 (continued )  

Policy support (OLS) Perceived trustworthiness of AI 
Project (OLS) 

Behavioral trust (willing to provide 
data) (logistic)  

Education (‘primary or secondary education’ is reference category) 

Vocational degree  − 0.035  0.521  − 0.037   
(2.19)  (2.63)  (0.32) 

Bachelor’s degree  0.100  − 0.338  0.005   
(1.16)  (1.31)  (0.19) 

Master’s degree or higher  1.952  − 1.261  0.112   
(1.51)  (1.67)  (0.23)  

Age (‘18–29’ is reference category) 
Age 30–39  − 2.544  0.234  − 0.338   

(2.04)  (2.30)  (0.29) 
Age 40–49  − 2.361  − 0.131  0.385   

(2.03)  (2.22)  (0.30) 
Age 50–59  − 3.513*  − 3.111  0.632**   

(2.01)  (2.21)  (0.31) 
Age 60–69  1.937  0.914  0.751**   

(2.10)  (2.34)  (0.33) 
Age 70+ 3.728*  3.007  1.229****   

(2.14)  (2.37)  (0.36) 
Gender (0 = male, 1 = female)  0.192  1.570  0.221   

(1.08)  (1.23)  (0.17) 
Generalized trust  1.506****  2.405****  0.041   

(0.39)  (0.43)  (0.06) 
Computer self-efficacy  1.048**  − 0.363  0.215***   

(0.51)  (0.58)  (0.08) 
Employed in the public sector (0 = no, 1 = yes)  1.402  1.253  0.159   

(1.28)  (1.43)  (0.21) 
Constant 52.955**** 59.273**** 55.072**** 63.868**** 0.943**** − 0.895  

(1.98) (3.93) (2.00) (4.42) (0.22) (0.63) 
Observations 1243 1100 1251 1107 1269 1117 
F-test (OLS)/Chi2-test (logit) 1.240 6.253**** 1.280 6.080**** 9.200 178.270**** 
R2 (OLS)/McFadden’s Pseudo-R2 (logit) 0.0112 0.147 0.0112 0.151 0.006 0.1927 
Adjusted R2 (OLS)/n.a. (logit) 0.002 0.126 0.002 0.131 n.a. n.a. 

* p < 0.10, ** p < 0.05, *** p < 0.01, **** p < 0.001  

Table A6 
Regression results experiment 2, robust standard errors in parentheses (*=.10, **=0.05*; ***=0.01; ****=0.001)   

Policy support - OLS Perceived trustworthiness of AI projects – OLS Behavioral trust (willing to give data) - logit 

Experimental groups (control group is reference category) 
Human in the loop (HITL) 4.192 -0.695 3.710 -0.046 0.227 -0.615  

(2.86) (2.48) (3.23) (2.92) (0.36) (0.50) 
HITL & Fairness 2.268 -0.711 2.246 0.451 0.310 0.299  

(2.85) (2.46) (3.21) (2.83) (0.36) (0.50) 
HITL & robustness 4.236 -0.150 6.308* 1.462 0.147 -0.521  

(3.06) (2.69) (3.25) (2.95) (0.35) (0.44) 
HITL, Fairness & Robustness 3.951 -0.947 6.576** 1.970 0.284 -0.142  

(2.98) (2.66) (3.27) (2.78) (0.36) (0.48) 
Fairness 3.718 1.724 2.859 1.155 0.697* 0.680  

(2.94) (2.50) (3.28) (3.01) (0.39) (0.52) 
Fairness & Robustness 6.699** 1.907 6.077* -0.140 0.927** 1.007*  

(2.95) (2.56) (3.23) (2.87) (0.41) (0.57) 
Robustness 4.572 2.808 3.459 1.373 0.336 -0.347  

(3.23) (2.74) (3.23) (2.95) (0.36) (0.46) 
Privacy concern  -7.769****  -8.500****  -0.961****   

(0.73)  (0.92)  (0.16) 
Perceived discrimination  -2.757****  -3.944****  -0.168   

(0.78)  (0.85)  (0.14) 
Professional use of AI  2.070**  0.122  -0.325   

(0.93)  (1.17)  (0.20) 
Perceived trustworthiness of government      0.253**       

(0.12) 
Perceived trustworthiness of AI      0.845****       

(0.16) 
Education (‘primary or secondary education’ is reference category) 

Vocational degree  3.582  6.019  0.701   
(3.68)  (4.03)  (0.63) 

Bachelor’s degree  0.992  -0.644  0.400   
(1.79)  (1.99)  (0.32) 

Master’s degree or higher  3.628**  2.256  0.353   
(1.76)  (2.00)  (0.34) 

(continued on next page) 
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Table A6 (continued )  

Policy support - OLS Perceived trustworthiness of AI projects – OLS Behavioral trust (willing to give data) - logit 

Age (‘18-29’ is reference category)  0.000  0.000  0.000 
Age 30-39  -9.692***  -3.879  -0.624   

(3.47)  (4.21)  (0.68) 
Age 40-49  -2.950  1.574  0.289   

(2.94)  (3.83)  (0.65) 
Age 50-59  0.169  6.512*  0.462   

(2.76)  (3.66)  (0.60) 
Age 60-69  1.150  9.745***  0.333   

(2.80)  (3.61)  (0.57) 
Age 70+ 3.332  12.872****  0.884   

(3.07)  (3.75)  (0.66) 
Gender (0=male, 1=female)  1.054  5.329****  0.470   

(1.39)  (1.57)  (0.30) 
Generalized trust  0.718*  1.046**  -0.031   

(0.42)  (0.47)  (0.08) 
Computer self-efficacy  1.316*  1.073  0.140   

(0.69)  (0.74)  (0.14) 
Employed in the public sector (0=no, 1=yes)  1.126  3.432  0.302   

(1.89)  (2.17)  (0.37) 
Constant 58.413**** 73.437**** 51.873**** 62.526**** 1.213**** -0.211  

(2.18) (4.67) (2.27) (5.69) (0.24) (1.16) 
Observations 738 659 737 655 756 671 
F-test (OLS)/Chi2-test (logit) .863 10.825 .999 9.887 7.110 105.700**** 
R2 (OLS)/McFadden’s pseudo-R2 (logit) .008 .288 .009 .284 0.011 0.308 
Adjusted R2 (OLS)/n.a. (logit) -.001 .264 -.000 .260 n.a. n.a. 

* p<0.10, ** p<0.05, *** p<0.01, **** p<0.001 

Appendix 3. Analyses incorporating manipulation checks 

In addition to the main analyses, we ran analyses that used the manipulation check items. Respondents were presented with 6 hypothetical AI 
projects, 3 of which were shown in the vignettes. Respondents were then asked to identify which of the 6 projects was shown earlier, to capture 
whether they could correctly recall elements of the vignettes. 

As it may be possible that a respondent makes one or two errors without completely invalidating the experimental interventions, we opted not to 
exclude an observation when that respondent could not identify all AI projects. Instead, we weight observations based on the number of projects they 
have identified correctly. When all three projects are correctly ticked by the respondent, he/she is given a weight of 100%. One mistake results in the 
observation being weighted as 66,67%. Two mistakes reduce the weight to 33,33% and 0 correctly identified projects results in the observation being 
weighted as 0%. 

The manipulation check was carried out well by the large majority of respondents in both surveys, suggesting that the interventions were 
administered effectively (see Table A2).  

Table A7 
Respondent scores for manipulation check.  

Amount of correctly identified projects Experiment 1 Experiment 2 

3/3 projects 786 623 
2/3 projects 162 84 
1/3 projects 181 27 
0/3 projects 120 14  

Results for experiment 1 are available in Table A3, while results for experiment 2 are included in Table A4. Results do not differ substantially for 
analyses incorporating the manipulation check and analyses not including the manipulation check.  

Table A8 
Results for experiment 1 when including the manipulation check (check consists of using correctly identified AI projects to weigh observations: 3/3 correct projects are 
weighed 100%, 2/3 is weighed 66,7%, 1/3 is weighed 33,3%; 0/3 is weighed 0%.) Robust standard errors in parentheses.   

Policy support (OLS) Perceived trustworthiness of AI 
Project (OLS) 

Behavioral trust (willing to provide 
data) (logistic) 

Experimental groups (control group is reference category) 

Legal − 0.317 − 0.290 − 4.258 − 4.472 − 0.296 − 0.439  
(3.00) (2.79) (3.14) (2.95) (0.34) (0.44) 

Ethics-by-design 6.280** 4.713* 0.259 − 2.096 − 0.173 − 0.568  
(2.99) (2.84) (3.23) (3.05) (0.35) (0.42) 

Data-sharing 1 (exclusively by public sector) 3.210 1.857 0.105 − 2.595 0.587 0.430  
(2.88) (2.70) (2.92) (2.91) (0.39) (0.47) 

Data-sharing 2 (data is shared by private sector, but anonymized) 1.252 0.235 1.240 0.160 0.243 − 0.095  
(3.13) (3.05) (3.34) (3.32) (0.37) (0.43) 

Legal & Ethics-by-design 1.333 0.927 0.025 − 0.451 0.227 − 0.014  
(3.00) (2.98) (3.21) (3.22) (0.36) (0.49) 

Legal & data-sharing 1 − 1.716 − 3.649 − 5.981* − 8.083*** − 0.060 − 0.223 
(continued on next page) 
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Table A8 (continued )  

Policy support (OLS) Perceived trustworthiness of AI 
Project (OLS) 

Behavioral trust (willing to provide 
data) (logistic)  

(2.98) (2.86) (3.19) (3.03) (0.35) (0.43) 
Legal & data-sharing 2 3.177 1.597 − 1.476 − 4.087 0.378 0.102  

(3.00) (2.92) (3.29) (3.11) (0.38) (0.47) 
Ethics-by-design & data-sharing 1 1.590 0.936 − 3.717 − 4.078 − 0.040 − 0.350  

(2.95) (2.78) (3.14) (2.99) (0.35) (0.42) 
Ethics-by-design & data-sharing 2 2.197 0.167 0.903 − 1.534 0.022 − 0.218  

(2.90) (2.76) (2.91) (2.69) (0.35) (0.46) 
Legal, Ethics-by-design & data-sharing 1 2.373 0.841 2.195 − 0.350 − 0.054 − 0.373  

(2.99) (3.01) (2.95) (2.80) (0.35) (0.44) 
Legal, Ethics-by-design & data-sharing 2 − 0.938 − 1.186 − 2.804 − 4.270 − 0.362 − 0.730*  

(3.18) (3.09) (3.22) (3.16) (0.34) (0.41) 
Privacy concern  − 5.308****  − 6.174****  − 0.794****   

(0.71)  (0.80)  (0.11) 
Perceived discrimination  − 2.237****  − 2.826****  0.038   

(0.63)  (0.76)  (0.10) 
Professional use of AI  2.257**  1.956*  0.031   

(1.01)  (1.15)  (0.16) 
Perceived trustworthiness of government      0.207***       

(0.08) 
Perceived trustworthiness of AI      0.834****       

(0.11)  

Education (‘primary or secondary education’ is reference category) 
Vocational degree  − 1.117  − 1.507  0.218   

(2.67)  (3.07)  (0.39) 
Bachelor’s degree  − 0.834  − 1.675  0.099   

(1.29)  (1.45)  (0.22) 
Master’s degree or higher  1.424  − 1.305  0.065   

(1.64)  (1.79)  (0.27) 
Age (‘18–29’ is reference category)       
Age 30–39  − 4.483**  − 2.991  − 0.290   

(2.25)  (2.55)  (0.33) 
Age 40–49  − 4.330*  − 1.759  0.268   

(2.25)  (2.41)  (0.35) 
Age 50–59  − 4.917**  − 4.453*  0.568   

(2.21)  (2.35)  (0.36) 
Age 60–69  1.348  0.170  0.863**   

(2.26)  (2.49)  (0.39) 
Age 70+ 2.650  2.717  1.219***   

(2.26)  (2.49)  (0.41) 
Gender (0 = male, 1 = female)  − 0.501  1.265  0.251   

(1.19)  (1.36)  (0.19) 
Generalized trust  1.050**  2.117****  0.016   

(0.44)  (0.48)  (0.07) 
Computer self-efficacy  0.968*  − 0.120  0.211**   

(0.58)  (0.65)  (0.10) 
Employed in the public sector (0 = no, 1 = yes)  1.592  1.828  0.246   

(1.41)  (1.59)  (0.25) 
Constant 55.748**** 66.360**** 57.245**** 69.878**** 1.218**** − 1.214  

(2.28) (4.02) (2.20) (4.61) (0.25) (0.78) 
Observations 1115 1007 1121 1011 1128 1014 
F-test (OLS)/Chi2-test (logit) 1.207 5.702**** 1.300 5.585**** 11.710 161.830**** 
R2 (OLS)/McFadden’s Pseudo-R2 (logit) 0.0130 0.157 0.014 0.166 0.010 0.228 
Adjusted R2 0.003 0.135 0.004 0.144 NA NA 
* p < 0.10, ** p < 0.05, *** p < 0.01, **** p < 0.001   

Table A9 
Results for experiment 2 when including the manipulation check (check consists of using correctly identified AI projects to weigh observations: 3/3 correct projects are 
weighed 100%, 2/3 is weighed 66,7%, 1/3 is weighed 33,3%; 0/3 is weighed 0%.) Robust standard errors in parentheses.   

Policy support (OLS) Perceived trustworthiness of AI Project 
(OLS) 

Behavioral trust (willing to provide data) 
(logistic) 

Experimental groups (control group is reference category) 
Human in the loop (HITL) 3.595 − 0.594 3.682 − 0.487 0.220 − 0.637  

(2.91) (2.49) (3.13) (2.85) (0.36) (0.52) 
HITL & Fairness 2.722 − 1.071 2.731 0.054 0.606 0.470  

(2.84) (2.47) (3.10) (2.80) (0.38) (0.51) 
HITL & robustness 4.132 − 0.485 6.739** 1.945 0.142 − 0.659  

(3.15) (2.70) (3.37) (2.94) (0.36) (0.45) 
HITL, Fairness & Robustness 5.755* 0.438 7.824** 2.617 0.553 0.091  

(2.96) (2.62) (3.14) (2.78) (0.39) (0.50) 

(continued on next page) 
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Table A9 (continued )  

Policy support (OLS) Perceived trustworthiness of AI Project 
(OLS) 

Behavioral trust (willing to provide data) 
(logistic) 

Fairness 3.254 0.962 2.328 0.421 0.788* 0.864  
(3.05) (2.52) (3.33) (3.02) (0.40) (0.55) 

Fairness & Robustness 6.225** 1.692 5.989* 0.049 0.936** 1.011*  
(3.00) (2.56) (3.32) (2.83) (0.42) (0.59) 

Robustness 5.667* 3.815 4.340 2.105 0.528 − 0.214  
(3.27) (2.73) (3.45) (2.91) (0.38) (0.51) 

Privacy concern  − 7.670****  − 8.288****  − 0.997****   
(0.73)  (0.94)  (0.17) 

Perceived discrimination  − 2.925****  − 4.142****  − 0.228   
(0.79)  (0.87)  (0.15) 

Professional use of AI  2.281**  − 0.034  − 0.377*   
(0.93)  (1.22)  (0.21) 

Perceived trustworthiness of government      0.219*       
(0.12) 

Perceived trustworthiness of AI      0.922****       
(0.17)  

Education (‘primary or secondary education’ is reference category) 
Vocational degree  4.442  6.255  0.331   

(3.95)  (4.46)  (0.57) 
Bachelor’s degree  0.609  − 0.854  0.457   

(1.78)  (2.02)  (0.35) 
Master’s degree or higher  3.589**  2.333  0.341   

(1.77)  (2.04)  (0.36) 
Age (‘18–29’ is reference category)       
Age 30–39  − 8.986***  − 5.096  − 0.728   

(3.43)  (4.15)  (0.70) 
Age 40–49  − 1.799  0.363  0.148   

(2.96)  (3.80)  (0.68) 
Age 50–59  1.825  6.563*  0.514   

(2.72)  (3.55)  (0.64) 
Age 60–69  2.354  9.353***  0.280   

(2.78)  (3.59)  (0.61) 
Age 70+ 4.469  11.923***  0.797   

(3.05)  (3.71)  (0.70) 
Gender (0 = male, 1 = female)  1.054  4.856***  0.473   

(1.38)  (1.60)  (0.32) 
Generalized trust  0.665  0.883*  − 0.041   

(0.41)  (0.48)  (0.08) 
Computer self-efficacy  1.301*  1.166  0.044   

(0.69)  (0.75)  (0.14) 
Employed in the public sector (0 = no, 1 = yes)  1.254  3.928*  0.367   

(1.81)  (2.14)  (0.38) 
Constant 58.974**** 72.683**** 52.350**** 63.549**** 1.225**** 0.106  

(2.23) (4.64) (2.25) (5.53) (0.25) (1.20) 
Observations 717 642 716 639 733 653 
F-test (OLS)/Chi2-test (logit) 0.920 10.930**** 1.273 9.538**** 8.93 97.54**** 
R2 (OLS)/McFadden’s Pseudo-R2 (logit) 0.010 0.291 0.012 0.281 0.014 0.316 
Adjusted R2 0.000 0.266 0.002 0.255 NA NA 
* p < 0.10, ** p < 0.05, *** p < 0.01, **** p < 0.001  

Appendix 4. Notes regarding implementation of pre-registrations 

Both experiments were preregistered on the OSF preregistration platform and are available here: 
Experiment 1: https://osf.io/2bnh3 
Experiment 2: https://osf.io/p3e7k 
The final analyses follow the preregistrations as closely as possible, although we opted to slightly alter several elements and removed one mistake 

from the preregistration in our submitted manuscript. Our reasoning for these alterations is outlined below. 

Hypotheses 

Originally, the hypotheses also referred to trust in technology as a dependent variable. This was a mistake in the original pre-registrations 
stemming from an older version of the text, as our dependent variables were simplified to test the trustworthiness of AI projects, behavioral trust 
and policy support (also evident later in the pre-registration where we discuss these three dependent variables). Reverse hypotheses were removed at 
the request of the reviewers. 

Analyses 

The analysis section of the pre-registration mentions that privacy concerns, trust in AI and general trust in government will be tested as moderators 
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for all dependents. Tests for moderating effects (using interaction terms) were run but did not show relevant results, with the effects on dependent 
variables instead seeming direct. Results are available upon request. Moreover, in the final analysis, we did not regress trust in AI and general trust in 
government on our Likert scale dependents for policy support and trust in governmental AI projects. Correlations between these variables were 
relatively high, suggesting that common method bias may be a risk. 

Furthermore, although we explored numerous interaction effects for other independent variables (as mentioned in the preregistrations), no sig-
nificant interaction effects were uncovered. 

For computer self-efficacy as a control variable, we utilize two general items that loaded well on a single latent dimension rather than the full scale 
(which did not load on the same underlying factor). 

Finally, while the preregistration mentioned the use of Likelihood Ratio tests to determine whether model fit for a given dependent increases 
significantly upon introducing other variables of interest (beyond experimental interventions), we opted not to implement such tests after working 
with the actual data. F-test, Chi2-test, and (pseudo)-R2 results already show that model fit increases drastically when shifting from a specification with 
only experimental variables to a specification that also includes other variables of interest. The Likelihood ratio test, therefore, turns out to be 
redundant given the eventual data structure. At the same time, using the Likelihood Ratio test would prevent us from entering the different amounts of 
observations in every model (lowering power for models which would otherwise be able to use more observations). 

Appendix 5. Table containing distribution of codes for qualitative triangulation  

Table A10 
Descriptions of 15 most prevalent codes for experiments 1 and 2.  

Code Experiment 1 
(percentage) 

Experiment 2 
(percentage) 

Description 

Privacy concern 26,431 16,96 Comments reflecting the presence or absence of concerns relating to privacy 
Trust in government 11,55 14,48 Comments relating to trust or trustworthiness of governments or politics (general or a subdimension of 

trust, such as ability, benevolence, or integrity) 
Informing citizens 7492 8878 Comments suggesting that citizens should be informed about (how) the government uses data 
Trust (without defining 

trustee) 
5515 5074 Comments relating to trust, but not defining a specific trustee 

Effectiveness 4683 6436 Comments related to the expectation that the use of AI or data will enhance the effectiveness or efficiency 
of government 

Retaining control 4162 5322 Comments suggesting that the respondent would require some degree of control over their data before 
being willing to provide it 

Security concern 3746 3713 Comments related to security concerns, such as hacking 
Policy support 3642  Comments suggestive of high levels of policy support 
Fear 3226 2475 Comments suggestive of fears regarding the consequences of AI 
Trust in AI 2914 5074 Comments relating to some degree of trust in AI 
Acquiescence 2914 2475 Comments suggesting that governments processing respondents’ data is inevitable 
Depends on purpose 2914 4332 Comments suggesting that willingness to provide data would depend on the purpose for which 

governments would use it 
Uncertainty 2393  Comments denoting some degree of uncertainty on the subject matter 
Progress 1873 1609 Comments suggesting that providing data is desirable to aid in the development of new technologies or 

services 
If in citizens’ interest 1561 1609 Comments suggesting that the respondent is okay with sharing data if it is in the interest of that respondent 

or society 
Limits of the state  2104 Comments noting that the use of data and AI should adhere to the limits of the state 
Long-term concern  1856 Comments suggesting concerns on how AI and data policies will develop in the future (e.g., ‘sliding scale’ 

concerns or concerns on how future actors with malevolent intent may abuse data)  

For both experiments, the most frequently cited reasons for placing a certain degree of behavioral trust in AI projects are privacy concerns and trust 
in government. This is in line with the quantitative results, where privacy concerns and trust in government emerged as strongly significant and robust 
predictors of perceived project trustworthiness, policy support, and behavioral trust.3 Although most open responses reflected either high levels of 
privacy concerns or low levels of trust, there were also relatively many examples of individuals reporting low privacy concerns, high levels of trust in 
government, or moderate levels of both categories. For privacy concerns, a large minority of responses reflect high levels of concern (experiment 1: 
44,9%; experiment 2: 41,6%), and a smaller number of responses reflect moderate levels of concern (experiment 1: 34,6%; experiment 2: 29,9%) or 
low levels of concern (experiment 1: 20,5%; experiment 2: 28,5%). For trust in government, the large majority of comments reflected low trust 
(experiment 1: 66,7%; experiment 2: 64,1%), with lower amounts of comments reflecting moderate (experiment 1: 9,9%; experiment 2: 2,7%) and 
high levels of trust (experiment 1: 23,4%; experiment 2: 33,3%). 

Typical high privacy concern responses include references to big brother (“big brother is watching” or “this is strongly approaching big brother!”), 
but some also combine privacy considerations with phrases that suggest a degree of mistrust in government (“privacy, the magic word government 
uses when it suits them”). Low trust in government responses may refer to various aspects, with dominant themes being that governments lack the 
competencies necessary to safely implement AI (i.e., low ability-based trust, such as “no trust in the competencies of an unstable government”) or a lack of 
confidence in how governments will use citizens’ data (i.e., low integrity-based trust, such as “for 20+ years (as an external party) I have done projects 
for the government, and I know how they handle projects, and this makes me enormously mistrustful. The government changes specifications and rules as they go 
along”). Conversely, low privacy concern responses frequently reflect the attitude that the respondent has nothing to hide from the government. An 
example is the following response, which combines low privacy concerns with the effectiveness of policies: “I have nothing to hide, so if my contribution 
leads to a more efficient government, I will gladly go along with that”. High trust responses relatively frequently refer to the perception that governments 

3 A notable difference between open answers provided in both experiments is, however, that privacy concern (whether that concern is low, moderate or high) is 
referred in over 30% of answers for experiment 1, whereas it is mentioned in roughly 17% of answers related to experiment 2. 
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will handle their data with integrity (i.e., integrity-based trust). A typical example here is, “I am convinced that my information will not be used 
malignantly by the government.” 
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